INTRODUCTION

MOST PEOPLE ARE familiar with computers. They know that computers can quickly evaluate mathematical equations. They understand that computers control complex rocketry systems, are used in movie special effects, and that computers, in fact, control almost every electrical device we use. Cars, washing machines, and cell phones all rely on small computers to function. You are probably very familiar with the common desktop and notebook computers used each day in schools, homes, and businesses.
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All computers are designed with similar common features. When designing new computer systems, engineers and technicians combine special digital logic circuits, called computer hardware, which create the unique functions necessary for computing. Computer hardware, shown in the representative sample in Figure 10.1, is needed in order for computer instructions or software to be processed or executed within the machine (see Figure 10.2). Sequences of individual computer instructions make up a computer program, which is the set of commands defining what a computer does at any given time.

[[Insert Figure 10.1 here]]

[[Insert Figure 10.2 here]]

In this chapter, we will examine computer architecture—that is, we will learn how computer hardware is organized. We will also see how computers do many fascinating tasks simply by manipulating ones and zeros.
SECTION 1: Digital Logic

[[Start Key Ideas box here]]

KEY IDEAS >
· Basic digital logic functions are the building blocks of computer hardware design.

· Digital system design is based on the binary number system.
· Computer hardware is composed of key architectural elements including registers, counters, and ALUs.

[[End Key Ideas box here]]

Digital logic devices are used to create digital systems, including computers, MP3 players, high-definition TVs, and many other products. Digital logic devices are specialized electrical circuits built from transistors, diodes, and resistors. By arranging these electrical components in various ways, logic functions are created. Logic functions determine how digital signals are processed. When logic functions are combined, they produce digital systems. Basic digital logic functions are the building blocks of computer hardware design.

The computer is a common digital system and is the primary subject of this chapter. In order to understand how computers are designed, we need to learn about various common logic devices and about the binary number system.

Logic Families

Digital logic devices are useful in digital design because they exist in logic families. A logic family is a group of digital circuits with similar electrical properties. Logic families may contain thousands of specialized logic devices. Digital system designers like working with logic families since they can concentrate their design efforts on the logical design of a system rather than on the electrical design. By eliminating the need to consider the voltages and currents in a circuit, for example, the designer is free to interconnect devices at the logic level to build the digital system desired. Manufacturers consider electrical requirements when they create logic families, giving the digital designer the freedom to treat digital devices as interconnecting building blocks. Figure 10.3 shows how various electronic parts are connected to create a logic device.

CMOS (complementary metal oxide semiconductor) is one circuit configuration used in constructing logic devices. Another widely used circuit form is TTL (transistor-transistor logic). CMOS and TTL logic families have been available for many years. Each has unique electrical characteristics, and both create similar logic devices or functions. When designers interconnect CMOS devices, for example, each device understands the electrical signals sent to it from other CMOS devices. Each device understands the signals from others in an electrical sense; thus, logic design becomes relatively easy.

[[Insert Figure 10.3 here]]
[[Insert Figure 10.4 here]]
Voltage signals in digital systems are far different from voltage signals in a radio or a table lamp. Many analog systems use a range of voltages to function, but digital systems use only two distinct voltages. Typical voltages in a TTL-based digital system are, for example, 0 V and 5 V. This means each TTL logic component produces an output of either 0 V or 5 V and responds only to inputs of either 0 V or 5 V. This is fairly simple and straightforward and leads us to consider that a digital device is either off (0 V) or on (5 V). Any two voltages can represent on and off conditions, but certain voltage levels (such as 0 V and 5 V) are standardized by industry. Another common set of standardized voltages used in digital systems is 3.3 V and 0 V.
The logic devices are actually more flexible and variable than mentioned. Using TTL again as an example, the output of a TTL part is considered on if its output voltage is anywhere between 2.4 V and 5 V. We do not care if the output voltage is 2.6 V or 3.7 V, or any other number of volts, for each value between 2.4 V and 5 V is considered to be in the on condition. The off condition exists if the output is anywhere between 0 V and 0.4 V. The voltage ranges make it easier to interconnect parts, since a unique, specific voltage level is not necessary (see Figure 10.4).
The key point is that digital logic devices produce and respond to only two different conditions, on and off. Moreover, because it is easy to build circuits that respond only within two different voltage ranges, the digital parts are inexpensive.

Binary Numbers

Digital system design is based on the binary number system (also called base two), which uses only two numbers, zero and one. This should seem reasonable as digital devices use two voltages. When using the binary number system with digital devices, we say devices that are on are in the on state or high state or one state. The binary number 1 (one) usually signifies the on state. Any device that is off is considered to be in the off state or low state or zero state, and this state is usually designated by the binary number 0 (zero).
A single one or zero is called a bit; a bit is a single binary digit. Using binary numbers and digital devices, designers develop digital systems based on simple on-off responses. In actual practice, the binary numbers used will consist of more than one bit. Eight bits grouped together are common in digital systems. Eight bits make up a byte.
Logic circuit functions are defined by inputs (the wires leading to a circuit) and outputs (the wires coming from a circuit). The signal on an input or output line is always either at the one or zero level. No other condition is possible. Most digital circuits also have multiple inputs (see Figure 10.5). Depending on the one-zero values of these inputs, the circuit output responds with the appropriate one or zero level. The output level is determined by the circuit’s logical function. Figure 10.6 shows the electronic symbols used to represent many of the digital devices you will study in this chapter.
Binary numbers can represent many different things in digital systems. A binary number may express a specific numerical value, or it may convey other information, such as a letter, a color, or a sound level. For example, binary numbers conveniently represent letters and numbers on a computer keyboard, which typically has 104 keys. Each individual key is a simple on-off switch, and all are identical, but the keyboard’s function is to produce unique signals for each key. There must be a means to differentiate one key symbol from another.

[[Insert Figure 10.5 here]]
[[Insert Figure 10.6 here]]

Every key switch could be wired to the computer, but it is senseless and unnecessary to install one wire per key, or 104 wires total. (If you take a moment to check your computer keyboard connector, you will see that it does not contain 104 pins.) The binary number system makes it easier to represent all the possible key combinations with fewer wires. For example, the letter “A” is represented as eight binary bits (00011110); “B” is represented as a different grouping of eight binary bits (00110000). Each of the 104 keys has its own unique 8-bit binary code (called a scan code), meaning that only eight bits are needed to carry the keyboard information.
Let us examine why a few bits can carry so much information. The secret is to understand the relationship between the number of bits and the combinations of binary numbers the bits produce. We already know that one bit may represent a one or a zero. Based on this fact, two bits will represent exactly four combinations of ones and zeros (00, 01, 10, 11). Taking this concept a little further, you will see that there is always a mathematical relationship between the number of bits and the number of combinations. This relationship is determined with the following formula:

Number of Combinations = 2N
where N = number of bits.
As an example, using four bits we determine the number of combinations:
Number of Combinations = 24
Number of Combinations = 2 × 2 × 2 × 2
Number of Combinations = 16

By running a few numbers, we see that each additional bit doubles the number of combinations. Can you figure out how many combinations are possible with 16 bits?
When designing digital circuits, binary numbers are listed in a counting sequence. This makes it easy for the designer to track individual input combinations and the meaning for each in a particular design. We increase a binary count the same way we increase a decimal count, one value at a time. In addition, just as the number of digits determines the largest decimal number one may represent, the number of bits determines the largest binary number one may represent. For example, using three decimal digits, you can count from zero to 999, which represents one thousand unique decimal values. The binary counting sequence using four binary bits is shown in Figure 10.7. Four bits permits us to count from 0000 to 1111, a range which represents sixteen unique binary values.
Each bit in a binary number has a numerical value or weight based on its position in the number. This, again, is similar to the decimal system. For example, the decimal number 234 reads four times one, plus three times ten, plus two times one hundred. The weight of each decimal position increases by ten for every decimal position to the left. In the binary system, the weight doubles for every binary position to the left.
For binary numbers, the value of the rightmost bit position is always one. The value of the next position to the left is two. Moving further left, the weights of the positions are 4, 8, 16, 32, 64, 128 and so on. Using this knowledge, we can easily count in a binary sequence and have a method for relating the numerical values of binary and decimal numbers. For example, the decimal value of the four-bit binary number 0110 is found by adding the binary weights of each one-level bit position (we ignore the zero bits). Thus, 1 × 2, plus 1 × 4, equals 6. A binary 0110 is equal to a decimal six.
[[Insert Figure 10.7 here]]
Important Logic Functions

Just a few basic logic functions form the foundation for most digital designs. These logic functions are defined by the output signal produced for certain combinations of input signals. We discuss these functions next.

AND Gate The AND gate is the digital device producing the AND function. The AND gate produces a one-level output signal when all the gates’ inputs are at one levels. When any AND gate input is zero, the output is zero. For example, an AND gate with four input wires may receive any of sixteen possible binary input combinations. Only the combination consisting of all ones produces an output level of one. Each of the fifteen remaining input combinations has at least one of its input wires equal to zero, so each combination produces a zero output level. Typical devices have between two and sixty-four inputs.
Incidentally, the term “gate,” when used with logic devices, has a different meaning than the term “gate” as it was used in the last chapter in the discussion of FETs. An FET’s gate is a physical part of the FET. In logic devices, the term “gate” refers to the control a logic device has on input signals.
How is something as fundamental as an AND gate used? An example is the familiar CTRL-ALT-Delete key sequence you might type on your computer. An AND function is used to tell the computer that all three keys have been pressed simultaneously. The computer recognizes the sequence only when CTRL, ALT, and Delete are pressed at the same time. All three keys must provide a high-level signal at the same moment for the sequence to be recognized. Figure 10.8 shows a logic schematic illustrating this AND operation.

[[Insert Figure 10.8 here]]

OR and Exclusive-OR Gates The OR gate produces another primary logic function. The OR gate output is one if even one of its inputs is one; the output is zero only when all the inputs are zero. Figure 10.9 shows that the output is one when input A or B or C is one. You can also see that the OR gate produces an entirely different result than the AND gate.
An important variation of the OR function is the Exclusive-OR (EX-OR) gate, which produces a one output when either of the two inputs is one. When both inputs are ones or both are zeros, the EX-OR produces a zero output. The EX-OR function is used extensively in mathematical, error checking, and encryption circuitry.

[[Insert Figure 10.9 here]]

Inverter, NAND, NOR Changing a signal’s level from one to zero or vice-versa is an important logical operation accomplished by a circuit called an inverter or NOT gate. The inverter has a single input and a single output, and its sole function is to flip the logic level. When inverters are combined with ANDs and ORs, two additional logic functions result, the NAND and NOR.
[[Insert Figure 10.10 here]]

NAND stands for ‘Not AND’ and NOR stands for ‘Not OR’. These devices produce the inverted responses of the AND and OR gates as shown in Figure 10.10. NANDs and NORs are powerful logic functions. It is possible to design and build an entire digital system just from NAND or NOR devices (lots of them, of course). You may even own devices built with these circuits, such as MP3 players and USB thumb drives, which use flash memory chips based on NAND technology.

Flip-Flops The ability to store ones and zeros is also important in a digital system design. Memory circuits do this. Digital systems need memory to store any quantity of information, from a single bit to many gigabits.
Flip-flops are digital circuits that store a single bit (see Figure 10.11 for an example of a flip-flop). They respond to special timing or triggering signals that indicate exactly when a bit is ready to be stored (for instance, when numbers change on a digital clock). The flip-flop dutifully retains the stored value until another trigger signal causes a change to occur.

[[Insert Figure 10.11 here]]

Small numbers of flip-flops combined together are called registers. Registers are common storage areas in computers and typically store between 8 and 64 bits. Memory devices, on the other hand, are built to store many millions of bytes of information at a time. Memory chips can be thought of as large numbers of flip-flops organized to work together to efficiently store massive amounts of binary information. Memory devices are discussed in detail in another section of this chapter.

Combinatorial and Sequential Circuits

Digital circuits are classified by their operating characteristics. There are two general classes of digital circuitry—combinatorial and sequential circuits.
In combinatorial circuits, the output is directly dependent on circuit input signals. Sequential circuitry contains storage elements so that the output level is dependent on existing input signals as well as previously stored data. Sequential circuits store data in flip-flops or memory.

In Figure 10.12, a truth table shows every binary combination possible for the number of inputs in a combinatorial circuit. Truth tables are created to detail how the circuit should react for every input combination. In this example, A, B, C, and D are the names assigned to the circuit inputs. The output is identified with the name Y. Since there are four inputs, this circuit has 24 = 16 input combinations. Notice how the input combinations are listed in an ascending binary count. Each binary number represents a possible set of signals for the circuit. Here, the truth table describes how the circuit reacts for each set of input values.
This truth table shows that output Y will produce a one level only when combinations ABCD = 0110 or ABCD = 1100 are present at the circuit’s inputs. All other input combinations are designated to produce a zero output response. AND, OR, and Invert gates are used, as shown in Figure 10.12, to create this circuit. After the truth table is created to describe the circuit response, AND gates and inverters are used to decode the combinations that will produce the one-level output. An OR gate further combines the two decoded signals into one final output. The resulting circuit produces a one output only for two specific input combinations. So, by default, the same circuit produces a zero level output for all remaining input combinations.

[[Insert Figure 10.12 here]]

The example in Figure 10.12 shows the most common type of combinatorial circuit structure. The circuit is comprised of AND gates connected to an OR gate. Circuits with this structure are called AND-OR networks.
Engineers use many techniques to design combinatorial circuits. It is possible to design two circuits that produce the same output, but one will require fewer parts, so digital designers employ specialized minimization techniques to reduce circuitry size without changing its function. For this purpose, computer aided design is a helpful tool.
One common technique in designing and simplifying combinatorial circuitry is Karnaugh Mapping (K-map). K-maps graphically rearrange truth table combinations to make circuit minimization obvious to the trained eye. This is important because circuits with fewer parts are smaller, more energy efficient, and more reliable.
Sequential circuit design is much more involved than combinatorial design and requires specialized design knowledge. The counting circuit described in the next section is a simple example of a sequential circuit. The microprocessor chip, discussed later in this chapter, is an example of a highly complex sequential system.
As you have seen, basic digital functions combine to create complex circuits. Complex circuits, in turn, combine to produce computers and other sophisticated digital systems. Computer hardware is composed of key architectural elements, including registers, counters, and ALUs. Within these systems, certain circuits tend to recur. We will examine these important commonly used circuits next.

Counters

Counters are digital circuits that react to input signals and consequently produce a binary counting sequence. Some counters are designed as up counters, which produce a binary counting sequence from zero to some final maximum value. Down counters provide a count sequence, which decreases from a maximum value to zero. A common microwave oven uses a down counter. For example, after cooking time is set on the microwave, the oven’s digital display, controlled by a down counter, counts down to zero. The counter’s zero value visually informs the user that cooking time has ended. The counter may also generate other signals that turn off the heat, ring a bell, or flash a message.
[[Insert Figure 10.13 here]]

Counters use flip-flops in their designs. Figure 10.13 illustrates the circuitry for a 4-bit up counter. 4-bit means that four flip-flops are used to build the counter and each provides an output signal. The number of flip-flops used determines the counting range. The counter in Figure 10.13 counts from 0000 to 1111, which comprises sixteen different counts. We refer to individual counts as states. In digital systems, each counter state may drive other circuitry in the system. Counter circuits are particularly useful for controlling the sequencing of events. In the microwave oven example, the zero state of the counter signals additional circuitry to shut down the oven.
So far, we have not defined what the counter is actually counting. We often refer to the counter’s input signal as a clock pulse. The actual clocking signal may be a periodic electronic timing signal or a signal generated by a sensor. When a clock pulse arrives at the counter’s input, the counter advances its count by one state. For example, if the counter is currently in its fifth state, a clock pulse will advance the count to the sixth state.
Here is a simple example of actual event counting. Have you ever driven over a hose placed across a road by the highway department? The hose is an input device used to help count the number of cars using a highway. A lack of pressure in the hose might produce a digital zero while an increase in pressure could produce a digital one level. The weight of your car compresses the hose as you drive over it, changing the air pressure within the hose. A pressure sensor detects the air pressure change and converts the change into an electrical signal. These changing signals become clocking signals for a counter. In this arrangement, the counter counts cars as the changes in pressure are detected (see Figure 10.14).

[[Insert Figure 10.14 here]]

Arithmetic and Logic Unit
A critical task for any computer is performing mathematical operations. The digital circuitry responsible for mathematics is the Arithmetic and Logic Unit, or ALU. The ALU circuitry usually performs mathematical operations such as adding, subtracting, multiplying, and dividing. Complex ALUs perform high-level mathematical operations, as well. Logical operations such as AND, OR, and Invert are also implemented within the ALU. Mathematical circuitry uses many logic gates. In most computer processing chips, a significant amount of the circuitry is devoted to mathematical operations.
We can demonstrate the use of basic logic gates in mathematical circuitry by examining the simplest addition circuit, the half adder. Figure 10.15 shows this circuit, along with its truth table, which shows all four possible additions. The half adder adds two individual bits together. A two-bit answer is produced on the half adder outputs.
[[Insert Figure 10.15 here]]

[[Insert Figure 10.16 here]]

The half adder circuit must have two outputs for results because the largest result in binary requires two places (1 + 1 = 10). These outputs are named sum, which is the least significant bit of the result, and carry, which is the most significant bit of the result. The sum is generated using an Exclusive-OR gate, while the carry is generated using an AND gate.
Figure 10.16 shows the circuitry for a larger but relatively simple 8-bit adder (for example, 10000111 + 10000100 = 100001011). An 8-bit adder is capable of adding any two 8-bit numbers together. Notice how the number of logic gates needed for this level of addition has increased dramatically. Because logic gates work at electronic speeds, this adder easily performs over 1.5 million additions per second. Nonetheless, in modern computing systems, this is slow. So, for faster computation, even more circuitry is required, adding substantially to the amount of the overall ALU circuitry. You can imagine how many gates would be necessary to add two 64-bit numbers together at high speeds, which is commonplace in desktop microprocessor chips. Also, keep in mind that we are examining only adder circuits. A full ALU will have considerable additional circuitry to support all the other mathematical and logical functions required.

[[Start SECTION ONE FEEDBACK > here]]

SECTION ONE FEEDBACK >
1.
Calculate the decimal value of the binary number 10101.

2
.Sketch the truth table for a 5-input OR gate.
3.
Calculate the number of input combinations a 64-input AND gate will have. How many of these combinations produce a one-level output?

4.
How could a counter circuit be used to count paint cans moving along a conveyor line in a factory? How could the counter help group eight cans together for packaging?

5.
Prove that the 8-bit adder circuitry shown in Figure 10.16 adds 10010111 1 11001010 and produces an answer of 101100001.

[[End SECTION ONE FEEDBACK > here]]

SECTION 2: Memory

[[Start KEY IDEAS Box here]]

KEY IDEAS >
· Memory is necessary in all computer systems.

· Many different memory technologies exist.

· Memory chips contain electrical circuitry capable of storing a one or a zero.

· A write operation places information into a memory chip; a read operation retrieves previously stored information from memory.

· Volatility describes a memory chip’s ability to retain information once it is stored.

[[End KEY IDEAS Box here]]

Computer systems cannot function without memory devices. Many different memory technologies exist, each possessing characteristics desirable for specific applications. Typical computer systems use several of these memory technologies.

Data in Memory Chips

Memory chips contain electrical circuitry capable of storing a one or a zero. Stored information is called data. Electrical signals activated memory’s storage circuitry to accept digital values as data and then store the data at specific locations inside the memory. This storage capability of a memory device is similar to that of a flip-flop. The difference between the flip-flop and memory is that a flip-flop stores one bit of information, whereas a memory chip stores millions of bits of data (see Figure 10.17). This is why the computer industry expresses memory sizes in Megabytes (MB) (approximately a million bytes) and Gigabytes (GB) (approximately a billion bytes). Integrated circuit fabrication makes it possible for a single memory chip to hold vast amounts of data. Memory is necessary in all computer systems.
The enormous storage capacity of a memory chip requires mechanisms to track and retrieve stored information, similar to locating papers in a file cabinet. To understand how memory works, we will discuss the key memory concepts of organization, reading, writing, and addressing.

[[Insert Figure 10.17 here]]

Memory Cell

Memory chips store one bit of information within an electrical circuit called a cell. A memory chip has millions of cells, but a typical memory operation (such as storing or retrieving) requires using only a few cells at a time. It is common, for instance, to store or retrieve eight bits at a time. The cell construction varies from technology to technology. Some cell structures are flip-flops, including that of an important type of memory called static RAM (SRAM). The cells in another memory technology, called dynamic RAM (DRAM), are constructed from one transistor and one capacitor. There are many other technologies available. Each has interesting operating characteristics, but the key work of any cell is to store and retain a single binary bit.
As mentioned, a useful memory chip has millions of cells, and keeping track of the cells is important. Memory chips are manufactured with cells organized in rows and columns. This organizational pattern also describes the functional specification of the memory chip. For example, a chip that stores or retrieves eight bits at one time and has 16 million groups of eight cells is called a 16M × 8 memory chip. The 16M represents the chip’s 16 million locations or rows, and the 8 represents eight columns, which is the number of bits of information available at one time. In this example, the eight bits of data are the word size, or amount of data used at any one time. Once you understand memory organization, the naming convention of chips is easy to interpret. A memory chip must have the circuitry to select any one of its row locations at any time. Addressing circuitry, discussed in more detail shortly, accomplishes this task. Addresses are the numerical way to locate information in a memory chip.

[[Start What Is a Million? here]]

What Is a Million?
( In the computer memory business, one million is an approximate amount. With the binary number system, the closest value to one million is 1,048,576 because 220 equals this number. It is more convenient to say “one million” than “1,048,576.”
[[Insert Figure 10.18 here]]

[[End What Is a Million? here]]

Writing and Reading

In memory systems, Writing is the act of storing information, and reading is the act of retrieving it (see Figure 10.18). There are pins on a memory chip exclusively for data. For instance, an 8-bit memory chip has eight data pins, which connect external data to the memory chip. Electrical signals are sent to the memory chip control pins, commanding the chip to store information in selected or addressed cells. The timing of signals ensures that the write operation occurs at the correct moment. The designer is responsible for choreographing the relationship between all signal and data lines.
Eventually, a read operation retrieves previously stored information from memory. Electrical signals command the chip to copy information from addressed memory cells and place it onto data pins for another device, such as the CPU, to use. The read operation is the inverse of the write operation (see Figure 10.19).

[[Insert Figure 10.19 here]]

Memory Addressing

Let us examine in more detail how addressing circuitry controls the cells used in read and write operations. A certain number of cells is used for any one operation, and the number of cells used is based on the way the chip is organized. For example, a certain chip manufactured to read or write eight bits at a time reads or writes data in one byte quantities, and each one byte storage location has a unique address. A memory chip capable of storing a million bytes is organized as a 1M × 8 chip. This means there are approximately one million 8-bit locations or addresses on the chip. Figure 10.20 lists common memory chip sizes according to their address and word size organization.
Previously, we mentioned that electrical control signals are necessary in commanding a memory chip to perform a read or write operation. Memory chips have numerous pins for these signals, and many carry the chip’s addressing information. As a simple example, let us say that a chip has a mere 512 addresses. We would view the addresses as a sequence of unique numbers ranging from 0 to 511. Each unique address represents or points to a specific group of cells in which data are stored. Therefore, in order to activate any specific group of cells for reading or writing, the specific cell address must be supplied to the chip. If the chip stores eight bits per address, then each address points to eight specific cells.
Addresses are binary numbers, and there is a relationship between the number of addresses on a memory chip and the number of pins needed to represent those addresses. Recall that in the binary system, 29 = 512. This tells us that the memory chip requires nine pins just for the addressing information. Since we keep track of addresses in a binary counting order, the first address in this example is 000000000, while the last is 111111111. The 9-bit combinations from 000000000 to 111111111 represent all 512 addresses.
It is helpful to visualize memory addresses as house addresses. Within the memory chip, an electrical version of mail delivery takes place. In the same way your mail carrier reads and decodes the address on an envelope and delivers it correctly, addressing circuits decode each address supplied on the memory chip’s address lines and deliver a signal, activating the appropriate cells.

Memory Characteristics

Modern computing systems use several memory technologies, since no single technology meets all the requirements of a computer system. The key technology considerations in selecting a memory chip for design are speed, density, and volatility.

Speed The speed of a memory chip determines how quickly a read or write operation occurs. Computer chips carry out read and write operations in nanoseconds. We define the overall speed of memory chips by their access time, the time it takes for data to appear during a read operation or the time it takes to store data during a write operation. (A write operation places information into a memory chip.) Ideally, memory chips should work as fast as any of the other components of a computer system. Unfortunately, this is currently not technically or economically possible. Therefore, designers use various memory technologies in computer system designs.

[[Insert Figure 10.20 here]]

Density Density refers to the number of cells per chip. The cell’s electrical structure determines its physical size, which, in turn, determines the number of cells possible on a chip: The more cells, the greater the density of the chip. Building computer systems with fewer chips means using fewer parts, thus keeping costs down.

Volatility Volatility describes a memory chip’s ability to retain information once it is stored. Your home computer, for example, has both volatile and nonvolatile memory chips. The nonvolatile chips retain their data whether the machine is on or off. The volatile chips lose information as soon as the power is cut.
Take a closer look now at how these three characteristics affect a home computer system.
Unfortunately, no single memory technology provides high speed, great density, and nonvolatility all in one chip. Computer designers use the memory technologies best suited for specific computer functions.
Consider the process of turning on your computer. When power is first applied, we say the system boots. This means that the computer reads simple instructions from a memory chip in order to prepare the computer for use. Initialization programs, which test the machine’s components and start some of the computer’s hardware, are stored in nonvolatile memory. Therefore, every time the system starts, the same instructions run first, readying the machine for your use.
Say you start a video game. The game program is loaded from a hard drive into dense memory chips so that the millions of complex instructions defining the game are ready for the computer to execute. You surely want the game to run fast, so some of the game instructions are stored in high-speed memory chips in order to keep up with the computer’s speedy processor chip. The three memory characteristics of speed, density, and volatility have all affected the operation of a computer system.
RAM and ROM

Semiconductor memory technologies fall into two main classifications, Random Access Memory (RAM) and Read Only Memory (ROM) (see Figure 10.21 for a more in depth classification of memory technologies). RAM devices, which make up the main memory in a computer system, tend to be volatile. RAM chips directly connect to microprocessor chips because RAM can keep up with the microprocessor’s operating speed; RAM’s best asset is that read and write operations occur equally fast. ROM chips have unequal read and write access times, so ROM technologies are not practical as computer main memory. The significant advantage of ROM technologies over RAM is nonvolatility. Once data are stored on a ROM chip, it stays there with or without electrical power. ROMs do need power to read data, but do not lose data without power. This allows you to turn off your computer knowing it will work when you turn it on again.

[[Insert Figure 10.21 here]]
SRAM

Static RAM (SRAM) memory chips are among the fastest RAM memory technologies available (Figure 10.22), so SRAM is the memory technology most often connected to the microprocessor. In fact, the powerful microprocessor chips used in home computers and workstations frequently have SRAM memory fabricated right on the microprocessor chip. Microprocessors execute instructions very quickly with this architecture, since the instructions are stored in the SRAM right next to the processor. In the field of computer engineering, cache memory is the name given to high speed SRAM used this way.
The main disadvantage of SRAM is its relatively low density compared to other technologies. Each SRAM storage cell requires a considerable amount of circuitry to function, and each cell takes up a fair amount of space. Consequently, a chip will hold fewer cells. This lack of storage capacity makes SRAM expensive for large memory systems.

[[Insert Figure 10.22 here]]

DRAM

Dynamic Random Access Memory (DRAM) chips are used when large amounts of memory are needed (Figure 10.23). DRAM chips are dense because each storage cell consists of only one transistor and one capacitor. This is a small-sized cell, making it possible to pack millions of cells on a single chip. If you buy a home computer, you will find it important to consider the amount of DRAM memory you buy.
DRAM chips have the peculiar characteristic of losing information after a short time, even with power applied to the chip. If a one value is stored in a DRAM cell, for instance, the information lasts for two to four thousandths of a second and then is gone. The short storage time occurs because of the way DRAM stores data. Ones are stored as an electric charge in microscopic capacitors. Although it is easy to charge the capacitor to a level representing the one value, the small capacitor size prevents much charge from being stored. Furthermore, the capacitors’ poor retention characteristic means that charge will “leak off” after a short amount of time. In spite of its short storage time, the DRAM chip is still useful.
DRAM refresh circuits control DRAM memory systems to counteract the leakage problems. Using refresh circuits, data are periodically read and rewritten so information is retained as long as each cell is periodically used. The refresh circuitry is complex and makes DRAM memory designs complex. Even with this limitation, the low cost of DRAM makes it the best choice for large memory system applications.
[[Insert Figure 10.23 here]]

DRAMs are typically connected together on small circuit cards called DIMMs (Dual In-line Memory Modules), as shown in Figure 10.24. A DIMM plugs into a connector slot in a computer system so that the user can control the amount of memory.

EEPROM

Electrically Erasable Programmable Read Only Memory (EEPROM) is a ROM technology. An EEPROM stores information in a special cell structure known as a floating gate. The floating gate is made from semiconductor material and may hold electrons, much like a capacitor. It is either charged or uncharged, yielding the two distinct binary levels. Unlike the capacitor used in a DRAM memory chip, the floating gate will not lose any charge and so is nonvolatile.

[[Insert Figure 10.24 here]]
EEPROMs require elevated voltages for write operations in order to force charge into the floating gate, and they also require specialized equipment called device programmers to store data. Once programmed with data, the EEPROM chip is installed in a computer system (see Figure 10.25). If the information on the EEPROM needs updating, the chip must be removed from the computer system and returned to a device programmer for modification. This is called erasing the chip. Obviously, this process is very time consuming, so designers often build the device-programming circuitry into the computer. However, the write operation, whether done in-system or out-of-system, is slow. Additionally, the device programming circuitry is costly.
The EEPROM is electrically erasable. This key feature differentiates the EEPROM from the older EPROM (Erasable Programmable Read Only Memory), which can be erased only when out-of-circuit and by exposure to ultraviolet light. Only after this slow erasing process is the old EPROM chip reprogrammable.

[[Insert Figure 10.25 here]]

FLASH Memory

Flash memory technology is similar to that of EEPROM and currently dominates the nonvolatile memory market. Flash stores data in many digital products, some of which are shown in Figure 10.26. Digital cameras use flash chips to store images; MP3 players use flash to store music and video files; your USB thumb drive uses flash to store your term paper. In complex equipment, flash stores programming and operating system instructions. As in the EEPROM, flash write time is slower than read time. Unlike EEPROM, in which one can erase a single byte at a time, flash can be erased only in large blocks of information.

[[Insert Figure 10.26 here]]

Flash is dense and therefore useful for applications in which large amounts of storage are necessary and slower write speeds tolerable. In an MP3 player, for example, a delay is acceptable when downloading a music file. In listening to a song, however, we expect no delays and appreciate flash’s fast read operation.
MRAM

Magnetoresistive Random Access Memory (MRAM) is a promising nonvolatile memory technology. MRAM stores information magnetically, whereas the other ROM technologies store it electrically. MRAM read and write cycles are fast, which overcomes one of the serious limitations of other nonvolatile technologies. Also, MRAM densities are very high, giving this technology the potential to be the perfect memory chip. MRAM is still in development.

[[Start ENGINEERING QUICK TAKE here]]

ENGINEERING QUICK TAKE
Increasing Memory System Capacity

Computer systems require large amounts of memory. Usually, one memory chip is insufficient to meet all requirements, so designers interconnect individual memory chips to create a larger memory system.

Memory capacity may be increased in two ways. If the designer’s goal is to read or write more information at one time, she has to increase the data or word size of the memory system. If the goal is to increase the number of storage locations, she must increase the address range. Of course, she can also increase both dimensions if needed.

Let us assume we are designing a small computer needing a 512k × 8 memory system. The memory system design will use as many 256k × 1 memory chips as necessary because we have determined that these are readily available and inexpensive. We also know that a memory chip with 256k addresses will have 18 address lines (218 = 256k). Since we are expanding the memory to 512k, we will need more addressing lines. But, how many will we need? Based on the fact that each additional bit doubles the number of combinations, we use one more bit, changing 18 to 19, and calculate that 219 = 512k. We have now determined that the specified 512k addresses require a total of 19 address lines in order to access every storage location in the system. We also notice that the specifications call for eight data lines.
Our next calculation will show the number of 256k × 1 chips needed for this system. When we multiply 512k × 8, we get 4,096k. This informs us that the memory system has 4,096k total cells.
We determine the number of cells in each chip by multiplying 256k × 1 and getting 256k cells per chip.
We next divide the total number of cells required by the number of cells per chip (4,096k / 256k). This tells us that the system needs sixteen chips (4,096k / 256k = 16).

Next, we determine how the chips should be interconnected. Figure 10.27 is a representation of the address and data lines on a single 256k × 1 chip. Since the chip has 256k addresses, 18 address lines are present per chip. We know that the overall memory system requires 19 total address lines. It looks as if we have far more address lines than we can possibly use since sixteen chips with 18 address lines each equals a total of 288 address lines. We will need to solve this dilemma.

There is also a single data line on each of the sixteen chips, and we need to provide eight total data lines for the system. Once again, we seem to have more lines than we need.

[[Insert Figure 10.27 here]]
Figure 10.28 shows how we will build the memory system. Of the sixteen chips, eight of them will connect their data lines to the other eight. As two lines connect, they fuse into one data line. Eight individual data lines result.
[[Insert Figure 10.28 here]]

We connect one address line from the first chip to the corresponding address lines on all the other chips. As we do this for each line on every chip, we combine lines to create eighteen total address lines. You can see that all the individual chips’ lines are simply connected in parallel.
However, the system requires one additional address line to bring the final system total to nineteen. Each memory chip has a chip-select input line, which we can use as an address line. This nineteenth address line is the most significant one because it determines which half of the sixteen chips operates together at any one time. If all sixteen chips were active simultaneously, data from one-half of the system would electrically conflict with data from the other half, so it is critically important in this design that only eight chips are active at once. When chip-select is active, the chip places data on its data lines; otherwise, the lines are electrically deactivated.

[[End ENGINEERING QUICK TAKE here]]
[[Start SECTION TWO FEEDBACK > here]]
SECTION TWO FEEDBACK >
1.
What memory technology is most useful for booting a computer system?

2.
How many storage cells are in a 4M 3 8 flash chip?

3.
What is the word size for a 4M 3 8 flash chip? How many address lines does this chip have?

[[End SECTION TWO FEEDBACK > here]]

SECTION 3: Computer Architecture

[[Start KEY IDEAS Box here]]

KEY IDEAS >
· Computer systems use microprocessor chips as the main computing device.

· The heart of any microprocessor chip is the central processing unit, or CPU.

· The main function of the CPU is to process instructions.

· Processing each instruction occurs in two phases called fetch and execute.
· Instructions are binary commands directing the CPU to carry out relatively simple actions.

[[End KEY IDEAS Box here]]
What do you think of when you hear the word “computer”? Do you visualize the desktop machines in your computer lab at school? Maybe the wireless notebook your friend uses to check e-mail comes to mind. Possibly, you are thinking about the device controlling the airbag in your car. It is possible that you know your cell phone has a computer chip controlling how you download, organize, and listen to music.
[[Insert Figure 10.29 here]]

Microcontrollers and Microprocessors

Familiar computers, such as desktops and notebooks, are obvious to most people. Other computers are not so obvious. Many common products are computer controlled, but do not appear computer-like to the user. Computer chips hidden inside a product (joystick, coffeemaker, windshield wipers) are embedded processors (see Figure 10.29), sometimes known as microcontrollers. Sales of embedded processors exceed those of any other computing chips. Usually, an embedded processor is programmed to do very specific things, and the user of the product is unaware of its existence. For instance, when sending a text message, are you thinking, “I’m using a computer”? Probably not, because you are concentrating on the keys you press to compose the message. An embedded processor is working behind the scenes to handle the many technical processes required to compose and send the message. Of course, desktop and notebook computers also need computing chips to function. In these general-purpose computers, the digital hardware doing the main computing is the microprocessor. Computer systems use microprocessor chips as the main computing device.
The modern microprocessor is an integrated circuit containing millions of transistors that form the digital logic architecture of the chip. The prefix “micro” distinguishes these chips from older, larger computers. When integrated circuit technology advanced to the point where millions of transistors per chip became feasible, the microprocessor era began, and the computer on a chip became reality. The Intel Pentium and the AMD Opteron lines of chips are examples of microprocessors.
The next section defines more specifically the key hardware found inside a modern computer microprocessor chip.

The CPU

The heart of any processor chip is the central processing unit, or CPU (see Figure 10.30). The CPU circuitry performs computing functions at high speeds. These computing functions may include a simple process, such as moving a byte of information from one part of the CPU to another, or a more complicated computing function, such as multiplying two 64-bit numbers.
The structure of logic circuitry in a CPU defines its architecture. Computer architecture for a Pentium chip in a desktop computer is different from the architecture of an embedded processor used to control a microwave oven, just as the architecture of a castle is different from that of a log home.

[[Insert Figure 10.30 here]]

[[Insert Figure 10.31 here]]

Computer Instructions

The main function of the CPU is to process instructions. Instructions are binary commands directing the CPU to carry out relatively simple actions. Each specific binary pattern of the microprocessor defines a small task. When many instructions occur in sequence, we say the CPU is executing a program. A program running on a computer defines what the computer can do at that moment. The CPU architecture determines whether the instructions are simple or complicated.
Instructions are very specific patterns of ones and zeros, and each pattern triggers the CPU to perform a specific operation. Every microprocessor has an instruction set, which is the total of all its commands. A typical instruction set may have several hundred instructions.
When a computer runs a program, the program’s instructions are stored in memory and called by the CPU one after another for execution (see Figure 10.31). A computer designer, programmer, or computer engineer creates the sequence of instructions executed (see Figure 10.32). The person or team responsible for making the computer work at this level, called the hardware level, must have an in-depth understanding of CPU architecture. Binary instructions, or machine-level instructions, are part of the hardware. They are different from instructions used in high-level programming languages such as Visual Basic, C++, or Java. Programs written using a high-level programming language are converted by compilers into appropriate sequences of machine-level instruction. It is machine-level instructions that actually execute within a microprocessor (see Figure 10.33).

[[Insert Figure 10.32 here]]

[[Insert Figure 10.33 here]]

[[Start Digital Signal Processor (DSP) here]]

Digital Signal Processor (DSP)
( Typical microprocessor chips all have basic operational characteristics, such as the ability to move information from register to register. Sometimes, microprocessor designers customize parts of a chip’s architecture to optimize the chip’s performance. A Digital Signal Processor (DSP) is such a microprocessor. Instructions for DSPs are designed around a logic architecture specifically created to enhance the mathematical capabilities of the chip.
DSPs are used in products that require continuous computer processing. For example, audio filtering in hearing aids eliminates extraneous sound and noise information that the user of the hearing aid would find objectionable. A DSP can be programmed to do this filtering. In this application, the DSP constantly receives audio information as an input and uses complex mathematical operations to examine the audio and sort out the useful and non-useful sound information. A DSP excels at such a task compared to a standard microprocessor because of the detailed high-level mathematical functions built into the chip.

[[End Digital Signal Processor (DSP) here]]

Instruction Execution

Let us examine a microprocessor whose instruction set consists of instructions made from just eight binary bits. This machine could have up to 256 individual instructions. We will examine what happens as the CPU processes these instructions.
In general, processing each instruction occurs in two phases called fetch and execute. The CPU fetches, or obtains, the first instruction from memory by reading the memory chip holding the instruction. The CPU does this by first generating the address where the instruction is located and then placing the address on the memory chip’s address lines. The CPU then activates signals necessary to carry out a read operation. During this fetch phase, the CPU is merely locating and acquiring the instruction.
[[Insert Figure 10.34 here]]
The fetched instruction from memory enters the CPU on eight wires called the data bus. Bus is a word used to identify a common group of wires. The CPU captures the instruction’s bit pattern and stores each bit in a special set of flip-flops called the Instruction Register (see Figure 10.34). Once the instruction is transferred from memory to the CPU, the instruction fetch is complete.
Remember that, in our example, the CPU could have fetched any of 256 unique instructions. A good part of the CPU’s logic circuitry is devoted to decoding the various instruction bit patterns in order to determine which instruction it has received. The circuitry designed to decode the instruction bit patterns is called the Instruction Decoder. Its function is to examine the levels of the instruction pattern and then activate the specific parts of the CPU that carry out the command.

Assume that we want to move a data byte from one part of the CPU to another. The command is fetched and then held in the Instruction Register. Some of the instruction bits signify that data is to be moved. Other bits tell where the data is located, and still others identify where the data will go. Just eight instruction bits encode all this information. Once the instruction decoder examines these bits, additional control logic circuits are activated to move the data (see Figure 10.35 for an example of this process). After instruction execution is complete, the CPU will automatically begin fetching the next instruction stored in memory. The fetch-execute cycle occurs repeatedly in a computer and governs the basic timing of all computer operations.

[[Insert Figure 10.35 here]]
Every instruction in a processor chip exists by deliberate design. Computer engineers determine that an instruction, such as moving data, is a process they want the CPU to carry out, and they purposely design the CPU circuitry to do this task. The specific design of a computer’s architecture evolves from the instructions the computer engineer wants the chip to execute.

Registers

CPUs are equipped with places that temporarily store data. The most common locations are the general purpose registers, which are groups of flip-flops built for this purpose. A byte of data, for instance, can easily be placed in a general purpose register to be used later by the CPU. Many microprocessors also use specific addresses in SRAM as general-purpose registers.
A general purpose register common to most machines is the accumulator, or A-register. In a simple CPU, the A-register is eight bits wide. If we were to specify moving data to the A-register from the B-register (another common register name), we would need a specific binary pattern of instruction to do so. After decoding the instructions, the CPU would carry them out. As a result, the 8-bit data contained in the B-register would be copied to the A-Register. This seemingly simple task is the kind of process carried out by machine-level instructions.

ALU

The CPU also contains ALU circuitry, which typically supports add, subtract, multiply, and divide operations. The ALU also makes possible instructions that compare the magnitudes of two numbers, and it supports logical operations, such as ANDing and ORing. The computations supported by arithmetic circuits vary greatly from microprocessor model to model, and because arithmetic circuitry is complex, mathematically powerful chips cost more.
There is also microprocessor circuitry designed for electronic communication with external devices (such as connecting your computer to a printer). Serial ports, found on many computers, are common examples of communication circuitry. Additional hardware and instructions are usually necessary to use the communications features.
Every microprocessor includes circuits that control the timing requirements of all CPU processes, such as fetch and execute. In a microprocessor, nothing happens randomly. Every operation is synchronized to a master clock.

Interrupts

Another important feature of microprocessors is the interrupt logic, which permits the processor to shift its attention from one program to another. Interrupts make it possible for many external devices to work with one microprocessor. The effect is that many devices seem to work simultaneously, but only one device has the processor’s attention at any moment. An external device (one not on the microprocessor chip) needing attention interrupts the CPU only when action is necessary. For example, each key struck on a keyboard generates an interrupt, and the CPU responds to each by executing an interrupt program that accepts the character code of the key. Once the interrupt program completes, the CPU returns to whatever program was previously running. Since CPUs are faster than typing, the interrupt system permits the slow keyboard device to communicate with the CPU only when necessary. This is an efficient way to use computer-processing resources.

TECHNOLOGY AND PEOPLE:
Master of the Electromagnetic Wave

Joseph Iannotti (Figure 10.36) is a senior engineer in the RF (radio frequency) and photonics lab at General Electric Research and Development Center. He designs systems that make use of electromagnetic waves, from medical equipment to airport security devices. They are not usually products you would buy at a store, but high-value systems that companies are willing to pay a lot of money for. “Some of the stuff I work on costs billions of dollars,” Iannotti says.

The first step for a new project is talking to the customers to see what they need. “They want to know how they can get their product to be better than anybody else’s,” Iannotti says. “I try to figure out what technology we can use to differentiate their system.”

Iannotti got interested in engineering when he helped his dad build their house. “I thought it was pretty cool the way home wiring worked,” he says. He was also drawn to the many gadgets that appeared in the early 1980s, like computers and videocassette recorders.
Iannotti earned an associate degree in Electrical Technology from Fulton-Montgomery Community College. He continued his studies at the Rochester Institute of Technology, graduating with a degree in electrical engineering technology. He got his first job as a design engineer.

“I screwed up on the first project they gave me, but I finally did it right,” he says. “Failures happen, but the main thing is to learn from them.”

Since then, Iannotti has participated in many different projects. He helped modernize aging military systems and worked on ways for satellites to communicate with one another.

“I never get bored because I’m doing different things all the time,” he says.

According to Iannotti, the two things that make a great engineer are a love of math and a love of solving problems. “The problems can be as abstract or as real as you like,” he says. “There are a lot of people at my company who never leave the lab. There are other people who never leave their office—they just think a lot.”

[[Insert Figure 10.36 here]]

[[Start SECTION THREE FEEDBACK here]]

SECTION THREE FEEDBACK >
1.
Sketch a diagram showing how memory and a microprocessor communicate.
2.
What is an instruction set?

3.
What is the purpose of the instruction decoder logic in a CPU?

4.
Where are the instructions for a computer program stored prior to execution?

[[End SECTION THREE FEEDBACK here]]

SECTION 4: Components of a Computer System

[[Start KEY IDEAS Box here]]

KEY IDEAS >
· Complete computer systems consist of many elements including a microprocessor, memory, and I/O.

· In a home computer system, the main PCB is the motherboard, which holds many key components, including memory, the microprocessor, and a chip set.

· The purpose of the chip set is twofold. It improves performance and reduces the number of parts needed.
· Computer owners can add to their systems by plugging small, printed circuit cards into the expansion slots.

· Interrupts are key structural features in computer architecture that ensure efficient operation.

[[End KEY IDEAS Box here]]
In most cases, a microprocessor chip is not a complete computer system. A complete, functional computer needs additional parts and assemblies. If you were to remove the cover from a home computer, you would recognize this immediately. You would see many integrated circuits, several circuit cards, and a few metal boxes connected by wire cables and printed circuit wiring. In order for the entire system to work, all these devices must communicate with each other. Complete computer systems consist of many elements, including a microprocessor, memory, and I/O.

Computer Subsystems

Figure 10.37 illustrates several of the critical subsystems found in a typical home computer. The CPU, part of the microprocessor chip, coordinates most computer activity. As previously discussed, the CPU processes instructions received from memory. Figure 10.37 shows many forms of memory in a typical system. The memory technology used depends on the memory application, the memory speed required, and the volatility of the memory.
As a computer operates, the microprocessor interacts with external devices such as keyboards, monitors, disk drives, DVD writers, USB drives, and network interface cards. These external devices are known as peripheral devices, or, more specifically, I/O devices. I/O stands for input/output and describes components sending information to the CPU (input) or receiving information from the CPU (output).
You see from Figure 10.38 that both I/O devices and memory share a common set of wires with the CPU. The number of wires varies depending on the complexity of the system, but it typically ranges from eight to sixty-four wires. Notice a number of the wires labeled with the word “bus.” A bus is several wires used for a similar purpose. For example, the data bus shown is eight bits wide. This means eight wires carry the data information between the CPU and memory or between the CPU and I/O. Each wire carries one of the eight data bits. Instead of referring to each individual wire, it is easier to refer to the data bus in general. The size or width of the data bus is an important factor in determining how fast a computer will operate. The more wires there are in the data bus, the more information each computer operation can process. For systems using bus structures, as most do, it is important to ensure that only one device actually uses the bus at any one time. Otherwise, severe electrical and timing problems will result. For this reason, computer engineers carefully design their systems and use components specifically created for bus structures.

[[Insert Figure 10.37 here]]
If you could view the signals on a data bus, you would find either binary instructions or binary data passing back and forth between the components attached to the bus. Since systems operate at electronic speeds, any particular piece of information exists on the bus for only a few nanoseconds. You can appreciate just how important timing is when devices operate so quickly.

[[Insert Figure 10.38 here]]
The other important bus shown in Figure 10.38 is the address bus. This bus consists of many wires, commonly between sixteen and thirty-six. On these wires, the CPU provides the addressing information necessary to access any specific piece of information.
Computer systems also have many dedicated signals controlling the timing and sequencing of operations in the system. For example, a signal is necessary to inform memory and I/O devices whether they are needed at any particular moment. Since both devices connect to the same bus, but only one at a time may use the bus, selection control is essential.

Motherboard

When you look closely at pictures of integrated circuits, you will see many small pins. In order for a computer system to work, the pins of many ICs and electrical components must be interconnected to form the necessary circuits. These wiring interconnections are made on a printed circuit board (PCB) that connects components efficiently and provides beneficial electrical properties. For instance, PCBs keep wiring as short as possible and help reduce signal interference.
The PCB is constructed of nonconductive materials coated with copper metal. Some PCBs are several layers thick. Copper is removed in selected areas of the board by an etching process. After etching, thin copper lines or wires called traces remain on the board. You can easily see the traces on a PCB running from one component to another.

[[Insert Figure 10.39 here]]

Holes drilled through the copper traces permit insertion of integrated circuits and other components, interconnecting the small pins of individual parts and holding them in place with solder. On some PCBs, very small surface-mount components are soldered directly to the traces without the need to drill holes.
In a home computer system, the main PCB is the motherboard, which holds many key components (see Figure 10.39), including memory, the microprocessor, and a chip set. The chip set is often two ICs, one called Northbridge, and the other called Southbridge. The Northbridge chip handles the microprocessor’s connections to system memory and graphics memory; the Southbridge chip controls the I/O devices supporting serial communications, USB, and other I/O operations. Figure 10.40 illustrates this with a simplified block diagram.

[[Insert Figure 10.40 here]]

[[Insert Figure 10.41 here]]

The purpose of the chip set is twofold. It improves performance and reduces the number of parts needed, which means increased reliability. Computer speeds also increase when circuitry connections are on as few chips as possible.
Of course, computer technology is always changing as designers strive to make systems faster and more useful. An example is a new series of chip sets from Intel called the Intel Hub Architecture, which will make systems even faster.
The motherboard also holds special electrical and mechanical connectors called expansion slots. Computer owners can add to their systems by plugging small printed circuit cards into the expansion slots (see Figure 10.41). For example, a gaming system requires superior video capabilities, and, in order to keep up with game action, a gamer might want to add a high performance video card to his system.
The peripheral components interface (PCI) bus is an example of a common expansion slot that is standard in home systems. This 47-pin bus interface connects devices such as sound cards and disk drives to the motherboard hardware.

TECHNOLOGY IN THE REAL WORLD:
USB Connections

Do you download pictures from digital cameras to personal computers? You could be using a USB connection to do this. Figure 10.42 shows the symbol for USB. You might see this logo near some of your computer connections. The thumb drive you use for file storage (also known as a memory stick, flash drive, or jump drive) uses USB to store files.
USB stands for Universal Serial Bus. The word serial means to send or receive many bits, one bit at a time. The word “bus” in USB tells how many devices share a wire. The idea behind a bus in a digital system is to have many devices attached together via a common wire (or groups of common wires). This saves a lot of wiring and works well as long as only one device uses the bus at a time. The USB does require specific wiring and connectors, defined voltages on specific pins, and distinct signaling specifications that are agreed upon by the sender and receiver. Therefore, USB is actually the bus system permitting devices to connect with a computer. Almost any device connected to a computer can be made to work using a USB connection.

[[Insert Figure 10.42 here]]

[[Insert Figure 10.43 here]]

You don’t need to be a computer expert to make such connections. USB is known for its easy plug-and-play characteristics. Plug-and-play means that devices can connect or disconnect from a computer while the machine is running. The computer is designed to support USB and has the necessary USB software on it (Windows, for example), so the instant a USB-capable device is plugged into a socket, it is recognized by the computer and able to work. USB is also fast and transmits information up to 480 Mbits (million bits) per second.

USB has several kinds of connectors. Figure 10.43 shows a type A connector, and Figure 10.44 shows a type B connector. The computer end of a USB connection, often called the host controller, uses the type A connector. The devices that attach to the computer use the type B connector. As USB has become more popular, designers have created mini-versions of these connectors so that smaller devices, like digital cameras, can use USB.

A USB connector holds only four wires. Two wires are for power: one is a +5 volt wire and the other a ground wire. The other two wires, labeled D– and D+, work together to carry a single bit of information. The latter two wires implement a kind of signaling called differential signaling. This method helps reduce electrical noise and makes the connection more reliable.
[[Insert Figure 10.44 here]]

When a USB device is connected to a computer, a process known as device enumeration begins, which permits the computer and USB device to communicate. USB is available in several speed versions—the computer determines the speed needed. The computer also reads device information to determine the kinds of drivers required for the device. A GPS unit needs different support than does a keyboard, for example. USB allows that multiple devices be connected, and since the computer assigns a 7-bit address to the device, up to 128 devices may be connected at one time (27 equals 128). Hubs are used to interconnect the extra devices.

I/O

The CPU is constantly obtaining instructions from memory to determine which processes to carry out. Many of these instructions command the CPU to communicate with external devices through the Input/Output (I/O) circuitry. Like memory, I/O devices are addressable and may receive or send data to the CPU. Because there are many I/O devices in a computer system, they need addresses as identifiers. When information is sent to a computer monitor screen for display, the CPU sends the display data to the monitor electronics via the monitor’s I/O circuits. The monitor has a specific I/O address, and only when the CPU addresses the monitor does the exchange of data begin.

A keyboard illustrates another basic I/O action. A binary code is transferred to the computer system each time a key is pressed. The I/O keyboard address selects the keyboard for service, enabling the CPU to read the keyboard data. Think of any piece of equipment you might attach to a computer system, and you will most likely have identified gear using the computer’s I/O system (see Figure 10.45).

[[Insert Figure 10.45 here]]

[[Insert Figure 10.46 here]]

Interrupts

The microprocessor is a busy chip. The CPU is always executing instructions for the main system programs, but also has to keep track of externally attached devices. Because CPU time is a precious resource, methods have been developed to free the CPU from dealing with external devices until a specific need arises.
Assume you are typing an e-mail message on your computer keyboard. Every time you press a key, binary information representing that key’s letter transfers from the keyboard to computer memory, so that your e-mail program can use it. The CPU controls this data transfer, but it is a waste of CPU time to constantly check the keyboard for each typed character. It is more efficient for the CPU to respond to the keyboard only when you actually press a key. Computer designers engineer this response by designing the keyboard so that every keystroke sends a special signal to the CPU. This signal starts a process known as an interrupt.
Interrupts are key structural features in computer architecture that ensure efficient operation. Even if you type quickly, say one character every 0.2 seconds, a reasonably fast CPU can execute over 2 million instructions between keystrokes. It does not make sense to waste this computing power looking for keyboard activity, so instead the keyboard circuitry generates an interrupt request signal each time a key is pressed. The CPU notices the request, suspends its current work, acknowledges the inter-rupt, and, through the I/O system, receives keyboard data. Once finished with that key, the CPU picks up exactly where it left off prior to the interrupt. Many other devices also use the interrupt system.

[[Insert Figure 10.47 here]]

Other Devices in a Computer System

If you have ever purchased a computer, you are aware that you may customize your system with devices such as mice, sound cards, network interface cards, wireless adapters, and speakers. Software is usually necessary to operate these hardware devices, and a device driver is the software program that specifically controls the hardware, allowing it to communicate properly with the CPU through the interrupt and I/O circuits. Device drivers are supplied when hardware is purchased and can be updated through a download from the manufacturer’s Web site.
Every system device requires electrical power. The system power supply produces the necessary voltages and currents for the system. Computer power supplies plug into household outlets and convert AC into the regulated DC power needed by the machine’s electronic devices. It is important to make sure the power rating, given in watts, is sufficiently large to supply all the electrical needs of the computer.

[[Start SECTION FOUR FEEDBACK here]]

SECTION FOUR FEEDBACK >
1.
What are the key differences between the microprocessor chip used in a home computer system and the processor used in an embedded system?

2.
What memory technology will you find in the main memory of a computer?

3.
How would you attach a writing tablet to a computer? Besides the tablet, what else would you need to make the tablet operate?

[[End SECTION FOUR FEEDBACK here]]

[[Insert Icon here]]

CAREERS IN TECHNOLOGY
Matching Your Interests and Abilities with Career Opportunities: Computer, Electrical, and Electronic Engineers

Overall job opportunities in engineering are expected to be good, but will vary by specialty. A bachelor’s degree is required for most entry-level jobs. Starting salaries are among the highest of all college graduates. Continuing education is critical for engineers who want to enhance their value to employers as technology evolves.

Nature of the Work

Engineers apply the principles of science and mathematics to develop economical solutions to technical problems. Their work is the link between perceived social needs and commercial applications.
In addition to design and development, many engineers work in testing, production, or maintenance. These engineers supervise production in factories, determine the causes of component failure, and test manufactured products to maintain quality. They also estimate the time and cost to complete projects. Some move into engineering management or into sales. In sales, their engineering backgrounds enable them to discuss technical aspects and assist in product planning, installation, and use. Supervisory engineers are responsible for major components or entire projects.
· Computer hardware engineers research, design, develop, test, and oversee the installation of computer hardware and supervise its manufacture and installation.
· Electrical engineers design, develop, test, and supervise the manufacture of electrical equipment. Electrical engineers specialize in areas such as power systems engineering or electrical equipment manufacturing.
· Electronics engineers are responsible for a wide range of technologies, from portable music players to the global positioning system (GPS). Electronics engineers design, develop, test, and supervise the manufacture of electronic equipment, such as broadcast and communications systems.
Working Conditions

Most engineers work in office buildings, laboratories, or industrial plants. Some engineers travel extensively to plants or worksites. Many engineers work a standard 40-hour week. At times, deadlines or design standards may bring extra pressure to a job, requiring engineers to work longer hours.

Training and Advancement

A bachelor’s degree in engineering is required for almost all entry-level engineering jobs.
Most engineering programs involve a concentration of study in an engineering specialty, along with courses in both mathematics and the physical and life sciences.
In addition to the standard engineering degree, many colleges offer 2- or 4-year degree programs in engineering technology. These programs, which usually include various hands-on laboratory classes that focus on current issues in the application of engineering principles, prepare students for practical design and production work, rather than for jobs that require more theoretical and scientific knowledge.
Engineers should be creative, inquisitive, analytical, and detail oriented. They should be able to work as part of a team and to communicate well, both orally and in writing. Communication abilities are important because engineers often interact with specialists in a wide range of fields outside engineering.

Beginning engineering graduates usually work under the supervision of experienced engineers and, in large companies, also may receive formal classroom or seminar-type training. As new engineers gain knowledge and experience, they are assigned more difficult projects with greater independence to develop designs, solve problems, and make decisions. Engineers may advance to become technical specialists or to supervise a staff or team of engineers and technicians. Some may eventually become engineering managers or enter other managerial or sales jobs.
Outlook

Overall engineering employment is expected to grow by 11 percent over the 2006–16 decade, about as fast as the average for all occupations. Engineers have traditionally been concentrated in slow-growing manufacturing industries, in which they will continue to be needed to design, build, test, and improve manufactured products. Overall job opportunities in engineering are expected to be favorable because the number of engineering graduates should be in rough balance with the number of job openings over this period.
Earnings

Earnings for engineers vary significantly by specialty, industry, and education. Even so, as a group, engineers earn some of the highest average starting salaries among those holding bachelor’s degrees.

The following tabulation shows average starting-salary offers for engineers, according to a 2007 survey by the National Association of Colleges and Employers.

	CURRICULUM 
	BACHELOR’S 
	MASTER’S 
	PH.D.

	Aerospace/aeronautical/astronautical
	$53,408 
	$62,459 
	$73,814

	Agricultural
	49,764 
	_
	_

	Architectural
	48,664
	
	

	Bioengineering and biomedical
	 51,356
	59,240
	_

	Chemical
	59,361 
	68,561 
	73,667

	Civil
	48,509 
	48,280 
	62,275

	Computer 
	56,201 
	60,000 
	92,500

	Electrical/electronics and communications
	55,292 
	66,309 
	75,982

	Environmental/environmental health
	47,960
	
	

	Industrial/manufacturing
	55,067 
	64,759 
	77,364

	Materials
	56,233
	
	

	Mechanical
	54,128
	62,798 
	72,763

	Mining and mineral
	54,381
	_
	_

	Nuclear
	56,587 
	59,167
	_

	Petroleum
	 60,718 
	57,000
	_


[Bureau of Labor Statistics, U.S. Department of Labor, Occupational Outlook Handbook, 2008–09 Edition, visited May 12, 2008, http://www.bls.gov/oco/]

Summary >

Computers are manufactured using electronic components, such as resistors and transistors. Computer design is accomplished at the logic level, using logic devices grouped in families with similar electrical characteristics.
The binary number system provides a mathematical foundation for logic circuits that use binary levels as inputs and outputs. Binary values called “bits” simplify computer design, as only one of two possible values can exist on any logic device input or output. The two values representing on and off are referred to as high and low levels.
Logic devices include AND, OR, NAND, NOR, invert, and flip-flop. These fundamental logic devices combine to create complex digital circuitry. Computer engineers interconnect basic logic devices into combinatorial and sequential circuits; this circuitry is the heart of digital computers. Common digital circuits include the adder, ALU, and counter.
Modern computing systems require memory chips to store data and programming instructions. No memory technology is the perfect combination of speed, density, and nonvolatility, so computer systems use several memory technologies.
Microprocessor chips contain the computation circuitry for computers. The term microprocessor includes embedded processors used in simple products, microcontrollers used in complex systems, and advanced microprocessors used in desktop computers. All microprocessor-type chips contain common features such as the CPU, I/O, and interrupts. Many microprocessor chips have on-chip memory as well.

The microprocessor internal architecture determines the level of performance. The faster instructions reach the CPU, the better the overall performance will be. Instructions received by the CPU go into the Instruction Register for decoding. Since machine level instructions are just unique binary patterns, they are easily decoded. Once decoded, the CPU carries out the task signified by the instruction. CPUs undergo a constant fetch-execute process in the course of running a computer program.
Microprocessor chips are only one component in a typical desktop or laptop computer system. These systems require support chips to interconnect memory and I/O. The chips in a computer system communicate on a motherboard. Computer systems also have many peripheral devices attached, such as mice, keyboards, and video cards. The I/O and interrupt circuitry coordinate how peripheral devices share the CPU resources.
FEEDBACK
1.
An AND gate logic device has six input lines. How many combinations of ones and zeros produce a one level output? How many combinations will produce a zero output from the device?

2.
Find Web sites pertaining to building your own computer. Identify three important factors to keep in mind when buying a motherboard.

3.
AGP, DIMM and PCI are connector slots found on motherboards. Find information on these slots, including the technical specifications of each.

4.
Look at the memory modules in your own computer. How many memory chips are on the module? Can you determine how the chips interconnect on the module in order to expand the overall memory size?

5.
Research online to find out what differentiates PC100 memory modules from PC133 memory modules.

6.
Design a burglar alarm system using logic devices, so that if any one of three doors opens, a binary signal will trigger an alarm. Assume the doors are equipped with magnetic switches, such that a closed door switch provides a zero signal to your circuit, and an open door switch provides a one signal to your circuit. Also, assume the alarm activates with a one-level signal.

7.
Look up the term K-map online to see if you can find an explanation for designing logic circuits with the K-map. Also, search for a K-map program to download. You should find free programs readily available. Use the program to design the circuit discussed in Figure 10.12.

8.
Do you have a digital camera? What kind of memory device does your camera use to store pictures? What is the size of the memory device?

9.
Using the Internet, find a data sheet for a DRAM chip. Can you figure out the relationship between the number of address lines and the number of addresses?
10.
Look up information on the ASCII code. If you were to design a memory system to store ASCII codes, what word size would you want the memory system to have?

11.
Look on the Internet for the instruction set of the 8051 microcontroller. What kinds of instructions are possible with this popular 8-bit machine?

12.
Go to a computer manufacturer’s Web site, and design your own computer system. Explain the reasons for your selections of memory, power supply, microprocessor, and peripheral devices.

13.
Look up information on video-graphics cards. Determine what kind of memory technology these cards use. Are there any other significant features of these cards related to microprocessors?

DESIGN CHALLENGE 1:
Digital Adder Design

· Problem Situation

You and your classmates decide to start a digital design business. You must be able to prove to potential clients that your team can design and build digital circuitry. The group decides that demonstrating the operation of a 12-bit adder will show off the design skills of your company.
· Your Challenge

Your challenge is to design a working adder capable of adding two 12-bit numbers and to display the result of the addition on LEDs. You will need to simulate the design, as well as determine how to drive the LEDs with digital signals. You will also have to generate the two 12-bit binary numbers for addition.

· Safety Considerations

1.
Always exercise caution when working with electricity.

2.
Assume circuits are energized.

3
.Follow your instructor’s safety guidelines for your lab.

· Materials Needed

1.
LEDs

2.
Resistor assortment

3.
TTL or CMOS ICs

4.
Circuit Breadboard

5.
DC Voltage source

6.
Switches

7.
Simulation software (such as DigitalWorks)

· Clarify the Design Specifications and Constraints

Draw the complete adder schematic on paper. Identify the individual digital IC part numbers needed for the circuit as well as the total number of ICs needed. Once you are convinced of the design’s correctness, create the circuit using the schematic capture feature of the circuit simulation software you are using. Simulate the adder to confirm that your design adds properly, and then gather the parts and build the system. It is often advantageous to “bring up” the circuit in small sections. Follow good wiring practices. Short wires are best. Caution: LEDs are analog devices. Digital signals will not necessarily light an LED. Switches are also analog devices and need to be configured to produce digital levels.

· Research and Investigate

To complete the design challenge, first gather information to help you build a knowledge base.

1.
In your guide, complete the Knowledge and Skill Builder I: Digital gates.

2.
In your guide, complete the Knowledge and Skill Builder II: LEDs and switches in digital applications.

3.
In your guide, complete the Knowledge and Skill Builder III: Half and full adders.

· Generate Alternative Designs

Describe two of your possible alternatives to the adder design. Discuss the factors needed to use switches and LEDs as digital devices.

· Choose and Justify the Optimal Solution

Explain why the solution you selected is better.

· Display Your Prototypes

Construct your chosen design. Use the working model and simulation results to show how the adder operates.
· Test and Evaluate

Explain how your design met the specifications and constraints. What simulated and actual tests did you conduct to verify this?

· Redesign the Solution

Explain how you would redesign your circuit based on the knowledge and information that you gained during this design challenge. What additional features would you add to the design if you had more time?

· Communicate Your Achievements

Describe the plan you will use to present your solution to your class. Include a media-based presentation.

DESIGN CHALLENGE 2:
Storage for a Digital Adder

· Problem Situation

Your digital design company is off to a rousing start. Several clients are impressed with your adder. One client wants to view on LEDs the results of three consecutive additions. You tell the client, “No problem.” Now your company’s designers need to perform more circuit design work. The pressure is on!

· Your Challenge

Your challenge is to add storage capacity to the 12-bit adder previously designed. You will need to devise ways to add the storage as well as a method to display the results of three consecutive additions. A key concern is how to keep track of each addition result.

· Safety Considerations

1.
Always exercise caution when working with electricity.

2.
Assume circuits are energized.

3.
Follow your instructor’s safety guidelines for your lab.

· Materials Needed

1.
12-bit adder from previous design challenge

2
.LEDs

3.
Resistor assortment

4.
TTL or CMOS ICs

5.
Circuit breadboard

6.
DC Voltage source

7.
Simulation software (such as DigitalWorks)

· Clarifying the Design Specifications and Constraints

Modify the adder schematic on paper. Consider which devices are capable of storing digital information. Be sure that the storage circuitry for the first addition result will not interfere with the other two sets of storage circuitry. Identify the individual digital IC part numbers needed for the storage as well as the total number needed. Once you are convinced of the modified design’s correctness, use the schematic capture feature of the circuit simulation software you are using to simulate the circuit. Gather the additional parts and build the system.
· Research and Investigate

To complete the design challenge, first gather information to help you build a knowledge base.

1.
In your guide, complete the Knowledge and Skill Builder I: Latches and flip-flops.

2.
In your guide, complete the Knowledge and Skill Builder II: Digital registers.

3.
In your guide, complete the Knowledge and Skill Builder III: Decoders.

· Generate Alternative Designs

Describe two of your possible alternatives to the adder storage design. Discuss the decisions needed for the control of the storage circuitry.

· Choose and Justify the Optimal Solution

Explain why the solution you selected was better.

· Display Your Prototypes

Construct your chosen design. Use the working model and simulation results to show how the adder stores addition answers.

· Test and Evaluate

Explain how your design met the specifications and constraints. What simulated and actual tests did you conduct to verify this?

· Redesign the Solution

Explain how you would redesign your circuit based on the knowledge and information that you gained during this design challenge. What additional features would you add to the design if you had more time?

· Communicate Your Achievements

Describe the plan you will use to present your solution to your class. Include a media-based presentation.

Numbered Figure
Figure 10.1|Most computer hardware is formed on microchips like this one.

Figure 10.2|Computer instructions tell the computer circuits how to operate: (a) Machine-level instructions operate directly on the hardware. (b) High-level languages must be translated or compiled into many machine-level instructions.

Figure 10.3|Digital devices, such as this 4-input NAND gate, are constructed from electronic components.

Figure 10.4|Logic levels in the TTL system consist of two distinct ranges of voltages.

Figure 10.5|A logic circuit, such as this 3-input OR gate, has signal input wires and a signal output wire.

Figure 10.6|Shown here are some of the digital logic device symbols used in the computer and electronics industry.
Figure 10.7|Binary numbers are counted in sequence, just as decimal numbers are.

Figure 10.8|This simple circuit shows how an AND Gate is used to detect the Ctrl-Alt-Delete key sequence.

Figure 10.9|This illustration shows the symbol and truth table for a 2-input OR gate (a), and the symbol and truth table for an Exclusive-OR gate (b).

Figure 10.10|This illustration shows how the symbols and truth tables are represented for a 3-Input NAND gate (a) and a 3-Input NOR gate (b).
Figure 10.11|A D-Flip-Flop has inputs labeled D and clock (CLK), as well as two complementary outputs labeled Q and not Q.

Figure 10.12|This combinatorial circuit is designed to produce the outputs levels shown in the truth table for each corresponding input combination.

Figure 10.13|A, B, C, and D are the four outputs of this 4-bit Binary Up Counter.
Figure 10.14|A clocking signal derived from pressure changes in a hose can trigger a counter and thus be used to count automobile traffic.

Figure 10.15|This half adder circuit requires only two gates to add two one-bit numbers together.

	A
	B
	Carry
	Sum

	0
	0
	0
	0

	0
	1
	0
	1

	1
	0
	0
	1

	1
	1
	1
	0


Figure 10.16|Large scale adders, such as this 8-bit adder, are formed by cascading many half and full adders.

Figure 10.17|Individual memory chips are made of millions of storage cells, and each cell may store a one or a zero.

Figure 10.18|Data flows into a memory chip during a write operation and flows out of the memory chip during a read operation.

Figure 10.19|Each memory operation involves only a few cells, which are selected by the addressing circuitry of the chip.

Figure 10.20|Memory chip sizes are organized by address range and word size.

Figure 10.21|Many specific memory technologies exist. Each falls into the general category of RAM or ROM memory.

Figure 10.22|Static RAM (SRAM) chips are noted for their fast access speeds.

Figure 10.23|Dynamic RAM (DRAM) chips are noted for their great storage capacity.

Figure 10.24|Here, eight DRAM chips are connected to operate together on a module.

Figure 10.25|The Electrically Erasable Programmable ROM (EEPROM) chip can hold data even without power applied.

Figure 10.26|Flash memory has operational characteristics similar to that of EEPROM and is the memory technology currently dominating the nonvolatile memory market.

Figure 10.27|It requires 18 address lines to fully address a 256k memory chip.

Figure 10.28|Sixteen 256k × 1 chips are connected this way to form a 512k × 8 memory system.

Figure 10.29|Embedded processors are computer chips placed inside a product in order to control the product’s functions.

Figure 10.30|The central processor unit of a processor chip performs several key functions, as detailed in this block diagram.
Figure 10.31|CPUs begin to execute instructions after first reading the instruction code from memory.

Figure 10.32|These examples of basic microprocessor instructions show how individual patterns of ones and zeros represent specific CPU operations.

Figure 10.33|The overall pattern of CPU operation is to fetch and then execute an instruction.

Figure 10.34|Instructions are placed into the Instruction Register so that the CPU circuitry can determine what to do.

Figure 10.35|This picture shows how the various parts of the CPU work to execute an addition instruction.

Figure 10.36|Mr. Joseph Iannotti is an electrical engineer working in a research and development lab.
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	A.A.S.—Electrical Technology, Fulton-Montgomery Community College, Johnstown, NY
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	Job Description
	Design Engineer at a research and development lab developing and inventing products, which use radio frequency and photonics to communicate and sense.

	Advice to Students
	“Understand the basics, enjoy what you do, and try to work with the best people you can!”


Figure 10.37|This block diagram shows the many important subsystems necessary in a notebook computer.

Figure 10.38|Common groups of wires, called busses, are used in computer systems on computer chips so that data can be shared by many devices.

Figure 10.39|The majority of circuitry in a computer system is interconnected on the system motherboard.

Figure 10.40|A computer chip set simplifies the construction and assembly of computer systems.

Figure 10.41|Motherboard expansion slots make it possible for additional equipment to be added to a computer system.

Figure 10.42|The trident symbol indicates a USB connection.

Figure 10.43|A USB Type A connector is usually plugged into a computer.

Figure 10.44|A USB Type B connector is usually plugged into devices.

Figure 10.45|I/O connectors found on home computers make it easy for the user to plug in equipment.
Figure 10.46|Interrupts help the microprocessor handle many different tasks.

Figure 10.47|Computer users can configure and troubleshoot system hardware using features in their computer’s operating system.
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