INTRODUCTION
YOU USE NETWORKS every day. What do you typically do over the network? You probably send messages back and forth with your friends, usually in the form of text messages and instant messages and, more rarely, as e-mails. Perhaps you reserve e-mail for communicating with your parents or teachers. You also probably spend a lot of time on the Internet doing research for your school work, building your MySpace or Facebook pages, or just playing games. Regardless of which of these activities you are doing, you are using the network to share resources—usually in the form of Web, messaging, and e-mail servers (see Figures 12.1 and 12.2).
CHAPTER 12

DATA NETWORKING AND COMMUNICATION

SECTION 1 Networking Technologies and Applications

SECTION 2 LANs, WANs, and Networking Devices

SECTION 3 IP Addressing

SECTION 4 Securing the Network

[[Insert Figure 12.1 here]]
Modern networks as you know them are a relatively new thing. At the beginning of the computing age, the only computers available were mainframes. A mainframe is a very large computer, often taking up an entire room (see Figure 12.3). Mainframes were not very fast or powerful by today’s standards. They typically performed only basic arithmetic calculations that you can do today with a five-dollar calculator. In fact, any one of the small electronic devices you use every day (cell phones, Sony PSPs, calculators, or MP3 players) is more powerful than an early mainframe (see Figure 12.4). Because of the size and cost of these computers, very few people had access to these machines. If you were lucky enough to work for a large research university, the government, or a large corporation, you may have had access, but even then only limited access.
[[Insert Figure 12.2 here]]

[[Insert Figure 12.3 here]]

[[Insert Figure 12.4 here]]

SECTION 1: Networking Technologies and Applications

[[Start Key Ideas Box here]]

KEY IDEAS >
· Information and communication systems allow information to be transferred from human to human, human to machine, machine to human, and machine to machine.

· Information and communication systems can be used to inform, persuade, entertain, control, manage, and educate.

· There are many ways to communicate information, such as graphic and electronic means.

· The Open System Interconnect model is a seven-layer model that helps us understand how networks operate, and the TCP/IP model is a four-layer model that more closely represents how real networks work.

[[End Key Ideas Box here]]
The first networks evolved to allow great numbers of people to access main-frames. Usually, a room adjacent to the mainframe would contain a number of devices that could connect to the mainframe and share computing resources. These devices were known as “dumb” terminals. This term was used because these devices had no computing power of their own, only the ability to connect to the mainframe and use its computing capability (see Figure 12.5). These “dumb” terminals allowed multiple people to connect to the mainframe at the same time, a process that has become known as time-sharing.
[[Insert Figure 12.5 here]]
Networks did not evolve much from that era until 1984, a significant year in the evolution of networks because it ushered in the introduction of the personal computer (PC). International Business Machines (IBM) began selling the first computer that was compact enough and inexpensive enough for smaller organizations and companies—even for home users (Figure 12.6). As personal computers proliferated, people began to connect them to printers and use PCs to work collaboratively. Unfortunately, sharing printers or files was not a simple matter. To share files, we used what has been called a “sneaker net.” The term sneaker net means exactly what it implies. If Alice wanted to share a file with her co-worker Bob, she saved the file to a floppy disk, removed the floppy disk from her computer, and walked across the room to Bob, who inserted the disk into his computer and opened the file. It was not exactly a fast and efficient way of sharing information. Printing was an even bigger problem. If there was only one printer, only the computer directly connected to it could print—meaning we had to rely on sneaker net. The only alternative was to purchase a printer for every computer user who needed to print.

[[Insert Figure 12.6 here]]
Although we view networks as a part of the PC revolution of 1984, the technology that formed the foundation of networks has its roots in the early 1970s. In the late 1960s and early 1970s a government agency, the Defense Advanced Research Projects Agency (DARPA) funded research that still forms the basis for modern networks (see Figure 12.7). If you research DARPA, you will find that over the years the agency name has switched back and forth between DARPA to ARPA. Regardless of what we call it, this agency was responsible for building ARPANET, the first modern data network and precursor to today’s Internet. ARPANET was designed and built during the Cold War between the United States and the former Soviet Union. The goal of ARPANET was to connect strategic defense sites, allowing them to communicate with one another and providing redundant communication in the event of a feared nuclear attack. The network was designed to provide multiple paths between sites, so that if one site was destroyed or went offline, the remaining sites could continue to communicate with one another. This work was refined over the next few years, until a collection of rules for communication, or “protocol suite,” was developed. The suite, commonly known as TCP/IP or Transmission Control Protocol/Internet Protocol, was completed in 1978 with the suite’s fourth iteration or version. TCP/IP version four—from 1978—is still the standard protocol used on the Internet.
[[Insert Figure 12.7 here]]

There are many ways to communicate information, such as graphic and electronic means, but networks have become the primary way most of us communicate. Like any information and communication system, networks allow us to inform, persuade, entertain, control, manage, and educate. Although most communication through networks is human to human, networks have also become an important mechanism for transferring information from human to machine, machine to human, and machine to machine. Through these interactions, networks have made their way into almost every aspect of existence, whether it is programming our TiVo to record our favorite show (see Figure 12.8), or receiving location and travel information from a global network of satellites via our in-car global positioning device (see Figure 12.9).

[[Insert Figure 12.8 here]]

[[Insert Figure 12.9 here]]

According to the New Oxford American Dictionary, a communications protocol is “a set of rules governing the exchange or transmission of data electronically between devices.” So a protocol suite, such as TCP/IP, then, is a collection of rules for communicating between two or more devices. Think of a protocol as a language. For two people to communicate in the most effective fashion, they must both speak the same language. Likewise, for two devices to communicate, the devices must use a common protocol.

Modern Ethernet

We have already touched upon how important networks and the Internet have become in your daily life. You depend on these technologies to help keep you connected with friends, family, and the world at large. When you have a school assignment, how often do you find yourself on the Internet looking for information? The majority of the world is no different from you in this regard. Most of us depend on networks and the Internet. We do online banking and shopping; we look up movie times and maps to unfamiliar destinations. Increasingly, we rely on the Internet for our news and our entertainment. Networks have changed the way we work as individuals and have dramatically altered how businesses operate. In fact, it is increasingly difficult to find a business that does not depend on networks. When you consider the role networks play in banks, schools, retail stores, and for architects and engineers, it becomes painfully obvious that the network has become—for businesses—a mission-critical application. Network down time can be linked to lost productivity and, more importantly, to lost revenue. The information transmitted on our networks is not limited to data. Because of the cost savings, it is becoming increasingly common for these networks to transmit voice and video as well. The ongoing convergence of voice, video, and data onto this one network only serves to underscore the crucial roles played by networks and connectivity.

TECHNOLOGY AND PEOPLE
(adapted from http://www.adaptivepath.com/ideas/essays/archives/000385.php)
Jesse James Garrett

Information architect Jesse James Garrett (see Figure 12.10), president and co-founder of Adaptive Path (a consulting firm focused on helping companies improve Web-based interfaces and usability), is credited with coining the term “AJAX” in a February 2005 essay at www.adaptivepath.com. Garrett is the author of The Elements of User Experience, a book that has influenced Web designers, software developers, and industrial designers. He has been featured in a number of publications, including The New York Times, The Wall Street Journal, and BusinessWeek. In 2006, Jesse received WIRED magazine’s Rave Award for Technology and has been named one of PC World magazine’s “50 Most Important People on the Web,” eWeek magazine’s “Top 100 Most Influential People in IT,” and one of Software Development Times’ top 100 technology industry leaders.

[[Insert Figure 12.10 here]]

AJAX, an acronym for Asynchronous JavaScript and XML, describes a suite of technologies that has fundamentally changed the way we interact with the Web. The goal of AJAX is to provide the richness and responsiveness of desktop applications in Web-based applications. The technologies that, according to Garrett’s definition, comprise AJAX include:

· standards-based presentation using XHTML and CSS

· dynamic display and interaction using the Document Object Model (DOM)

· data interchange and manipulation using XML and XSLT

· asynchronous data retrieval using XMLHttpRequest

· and JavaScript binding everything together

As shown in Figure 12.11, traditional Web browsing was built upon the classic client-server model. In this model, users run Web-browser software on their computer (the client), which accesses information on a Web server. The classic client-server model works like this. User actions (in a browser on the client system) initiate a Hyper Test Transfer Protocol (HTTP) request back to a Web server. Based on this request, the server may perform a number of tasks, including data retrieval, number crunching, etc. The server then returns that information (e-mail, weather forecasts, movie times, etc.) as a Hyper Text Markup Language (HTML) page to the client. (See Figure 12.11.) While this model has worked well for building out an Internet focused on content, it works poorly when we look to the Web as a platform for building, hosting, and running software applications.

By contrast, AJAX applications reduce the “click-and-wait, click-and-wait” interactions of traditional Web pages by introducing an intermediary—an AJAX engine—between user and server. At the start of the session, the browser loads the AJAX engine instead of a Web page. The AJAX engine is transparent to the user as JavaScript code “living” in a hidden HTML frame. Acting as an intermediary, this engine is responsible for rendering the user interface and communicating with the server. The AJAX engine speeds up user interaction with the interface and the application by handling all of this asynchronously (on one side) without the constant intervention of the server. The result is a much more pleasant user experience; the user never has to stare at a blank page or watch an hourglass icon while a page reloads (see Figure 12.12).

[[Insert Figure 12.11 here]]

Every user action that normally would generate an HTTP request instead creates a JavaScript call to the AJAX engine. The AJAX engine decides how to handle this request. For requests that do not require communication with the server, the engine responds directly. For other requests requiring processing or information from the server, the engine requests the information from the server—again asynchronously—without impacting a user’s interaction with the application.

[[Insert Figure 12.12 here]]
Although there have been a number of networking standards developed, Ethernet has become and remains the dominant standard. The Ethernet standard defines how computers connect to one another, communicate, and share resources. Before we can dive into a discussion of Ethernet, we first need to learn some basic terminology and develop a basic understanding of networking. The purpose of Ethernet is to link computers that are in the same building. Because, geographically, this is a small area, we often refer to these Ethernet networks as Local Area Networks or LANs. For instance, the computers you use on your campus are linked through an Ethernet network and therefore belong to a single LAN.
Bob Metcalfe is considered the father of the Ethernet (Figure 12.13). In 1973, while working at Xerox Corporation’s Palo Alto Research Center, Metcalfe designed and tested the first Ethernet network. Metcalfe not only developed the physical method of connecting or cabling devices, but also the rules or standards that defined how devices communicate. Although Metcalfe’s original Ethernet definition was only intended to connect a computer to a printer, it was comprehensive enough that it was easily expanded to allow all devices on a network to communicate over a single shared cable. This novel approach allowed for network expansion and for the introduction of new devices, all without the need for modifying the existing network or existing devices.
Now, let us move on to some basic nomenclature, or terminology. In Ethernet, media or medium refers to the conduit or pathway over which we transmit our data. The most common types of media are copper wire, optical or glass fiber, and air for the transmission of wireless signals. In Ethernet, we often refer to the medium as a shared medium, which relates to the way Ethernet operates. Ethernet allows multiple devices to share the medium (copper, glass, or air) and contend for the ability to transmit a message over that medium.
[[Insert Figure 12.13 here]]
Another important concept in Ethernet is that of a segment—alternatively called an Ethernet segment, a broadcast segment, or a network segment. In this context, a segment is a shared piece of network media. Devices on a segment contend for that shared media, but do not share the media with other network segments. The devices that are connected to a segment and contending for the shared media are often referred to as hosts or nodes. The shared nature of Ethernet makes it impractical to send messages in their entirety. Instead, we break a message up into smaller pieces called frames and send our message as a series of frames that are received and reconstructed into our original message at the destination. Using frames ensures that one node does not monopolize the shared medium and increases the likelihood that the transmission will be successful. An unsuccessful transmission is often due to a collision, which results when two or more nodes attempt to transmit simultaneously. When this happens, the data “collides” on the shared medium and both frames are lost. To help avoid these potential “collisions,” we implement a protocol called CSMA/CD (see Figure 12.14).

[[Insert Figure 12.14 here]]

CSMA/CD Imagine that you are attending a friend’s party. Everyone at the party is sitting or standing and engaged in some conversation. If it is a crowed party, there are many conversations happening at the same time. Unfortunately, if the noise and the other conversations around you are too loud, they will often drown out your conversation. It is not uncommon for someone in such a situation to say, “Could you repeat what you just said? I couldn’t hear you.” A crowded party is not much different from the Ethernet (see Figure 12.15). Imagine each Ethernet segment as its own party. To deal with this room full of “partygoers,” Ethernet implements a protocol, or set of rules, called Carrier Sense Multiple Access with Collision Detection (CSMA/CD). Let’s work our way through that acronym to see how this protocol works (see Figure 12.16).

[[Insert Figure 12.15 here]]
Ethernet networks use Carrier Sense to manage a process called contention. Contention implies that each host connected to the Ethernet segment contends for use of that shared medium. Just as you listen at a party for an opening in a conversation—an opportunity to speak—each node on an Ethernet segment “listens” to the shared medium while waiting for an opportunity to “speak.” Multiple Access is pretty straightforward because it is a consequence of an Ethernet segment being a shared medium. So every computer connected to that segment shares access to the media. This means that we have to take turns communicating so that everyone gets a chance to talk. In our party example, everyone who is part of the conversation—the segment—can hear what is being said. If what is being said is intended for you, you respond; if not, you continue to listen, monitoring the conversation.
Finally, Ethernet involves something called Collision Detection. If we consider our party again, what happens when people are all talking at the same time? Usually the message gets garbled and lost. When this happens, polite behavior dictates that everyone stops talking and someone takes the opportunity to begin speaking again. At parties, we don’t have any formal protocols that we can rely on to resolve this situation. Fortunately, in Ethernet, the Collision Detection portion of CSMA/CD takes care of this. As they transmit, nodes listen to the shared medium for collisions. A collision is apparent when a host “hears” its own message garbled or senses a spike on the line (e.g., a voltage spike for copper), as shown in Figure 12.17. Once a collision is detected, the nodes on the segment all stop transmitting and are each assigned a random wait time. When a node’s wait time has expired, it checks to see if the medium is available. If the medium is available and the node has a message to send, it begins transmitting its message.

[[Insert Figure 12.16 here]]

The OSI Seven-Layer Model
In the early days of networking, each manufacturer had its own closed, or proprietary, standards. Closed standards are intended to protect a company’s intellectual property, but in networking the lack of openness meant that if you purchased some portion of your hardware from one vendor and some portion of it from another, there was no guarantee that the products from different vendors would work together. To alleviate this problem, the International Standards Organization (ISO) in 1987 proposed and in 1989 established a standardized networking architecture/structure called the Open System Interconnect or OSI model. This model defines seven specific layers—the OSI layers—that split up the responsibilities for getting data from the host computer to the destination computer (see Figure 12.18). Each layer provides a framework for the design of network drivers, protocols, applications, and hardware. It is not uncommon to develop and use an acronym to remember the layers of the OSI Model. The memory cue I use is the sentence “Please Do Not Throw Sliced Pizza Away,” which helps me remember Physical, Data-Link, Network, Transport, Session, Presentation, and Application. Also keep in mind that how you view the OSI model depends on what you do; software developers typically start at the Application Layer (Layer Seven) and work their way down, while hardware people usually start at the Physical Layer (One) and work their way up.
[[Insert Figure 12.17 here]]

	Layer Seven
	Application

	Layer Six
	Presentation

	Layer Five
	Session

	Layer Four
	Transport

	Layer Three
	Network

	Layer Two
	Data Link

	Layer One
	Physical


Now look at each layer in greater detail.

1.
The Physical Layer’s job is to transmit or receive the data—the ones and zeroes—across the medium. This layer is responsible for converting a stream of ones and zeroes, such as 0011011011001100, into either an electrical signal (copper), pulses of light (fiber optic), or radio waves (wireless). This is one of the strengths of the OSI model; layers two through seven do not “care” what the physical transmission medium is, they do their jobs and let the Physical Layer worry about the media.

Now let’s start moving our data up the layers.

2.
The Data-Link Layer takes the bits—the ones and zeroes from layer one—and builds frames from them. Frames begin with a header. This header contains important information, in particular the source and destination Media Access Control (MAC) addresses. The frame—also sometimes called a data packet—contains the actual data of your message. The network data frame, or packet, also includes a checksum for error checking, and the data itself.
[[Insert Figure 12.18 here]]
At the Data-Link Layer, we use MAC Media Access Control addresses. The MAC address is a unique, 48-bit (48 ones and zeroes) address, also called the physical address. An address with 48 ones and zeroes would be hard to work with. Imagine trying to send out invitations to a party, but instead of using:

John Doe

110 Street Road

Any Town, Any State 00000
you had to use all ones and zeroes. You probably wouldn’t invite many people. To simplify addressing, we usually show MAC addresses using six colon-separated pairs of hexadecimal digits, each pair representing eight bits. For instance, my MAC address is 00:17:f2:ea:fd:4c, which when converted to binary (ones and zeroes) becomes 00000000:00010111:11110010: 11101010:11111101:01001100, which doesn’t exactly roll off the tongue. MAC addresses are unique in that they are associated with each Network Interface Card, or NIC (see Figure 12.19). When a packet is sent to all hosts (broadcast), a special MAC address (ff:ff:ff:ff:ff:ff) is used. Unfortunately, this addressing scheme doesn’t work well for larger networks.

3.
This is where the Network Layer comes in. The Network Layer is responsible for addressing the data so that the data can get from network to network. As before (in the Data-Link Layer) we have to provide an address in the header or beginning of the data packet. In this case, however, we use the source and destination Internet Protocol (IP) addresses. The devices that form the Internet—routers—reside on this layer of the OSI model. We have moved to a more robust addressing scheme (IP versus), but we still need MAC addresses on our networks to get messages from one node to another. The protocol that makes this happen is Address Resolution Protocol (ARP). When we have the IP address of our destination (e.g., 192.168.104.10), but not its MAC address, we send out an ARP request. An ARP request is a broadcast message to all nodes on an Ethernet segment, asking the question “Who has IP address 192.168.104.10?” The node with that IP address responds with its MAC address. As this information is received, nodes build a local ARP cache, a temporary table that maps IP addresses to MAC addresses (see Figure 12.20).

[[Insert Figure 12.19 here]]

[[Insert Figure 12.20 here]]

4.
As we move up the OSI model, we next encounter the Transport Layer. If you are the source station, this layer is responsible for taking your messages, chopping them into smaller pieces or segments, numbering the segments, and preparing them for transmission. On the other end of the conversation—the destination—the Transport Layer collects the pieces of the conversation and reassembles them into the original message. Two important protocols reside at this layer—the Transmission Control Protocol (TCP) and the User Datagram Protocol (UDP). There are a number of distinctions between these two protocols. We will highlight some of the important differences. Generally, TCP is referred to as a connection-oriented, reliable protocol, while UDP is considered connectionless and unreliable. Let’s first address connection versus connectionless. In TCP, before we begin sending data, we first make sure that the destination for our data is available and we establish a connection. As you would expect, in UDP we do not worry about whether the destination is there, and we don’t establish a connection. As for reliability, TCP inserts a calculation code in each piece of data. If the calculation code doesn’t match what the destination expects, the destination discards that data and requests that that portion be resent. In TCP, the destination also sends an acknowledgement or ACK message for each packet that it receives. As the sending station, you wait for those ACKs. If you don’t get an acknowledgement, then you resend that portion of the message. UDP does no error checking and does not send any acknowledgements if a packet fails to reach the destination For these reasons, you would think that no one would use UDP, but UDP has some very important applications. Among these is streaming audio and video—applications where the latency inherent in TCP (setting up the connection, error checking, resending dropped packets) would render the content unusable.

5.
Thus far we have discussed sending data between a source and destination. It is important to realize, however, that this single communications session is just one of many. What is a “session”? Consider just one of the applications you regularly use—instant messaging. Every conversation you engage in through your instant messaging client software is treated as a separate session (see Figure 12.21). It is the Session Layer that is responsible for managing these sessions. When you begin a new session, the Session Layer creates that session, and as you continue to IM, this layer manages and maintains these sessions. Think of the session layer as the traffic cop of the OSI model. Just as a traffic cop stands at an intersection directing traffic flow, the Session Layer is responsible for managing our network traffic—our conversations. When you finish your conversation, this layer is responsible for properly tearing down or terminating the session.
[[Insert Figure 12.21 here]]

6.
One of the things you probably love about the Internet and networking is the ability to view images, watch videos, and share these images and videos with friends. In the OSI model, the Presentation Layer is responsible for taking the information—whatever it is—and making it “usable” or “presentable” to the application layer. Types of information include images, video, audio, and even the secure connection that you use to do online shopping or check e-mail. This layer accomplishes things like data encoding and decoding, compression and decompression, and data encryption and decryption.
7.
We all know what applications are. Any executable program that you run on your computer is an application. At the Application Layer, we use a slightly different definition. Here an application is any program that uses the services of the network. For instance, the Web browser and instant messaging applications you use are all network applications. In fact, because you can embed a Web link or e-mail address in a Microsoft Word document, even Word is a network application (see Figure 12.22). This layer is where you and I connect to the network through these applications.
[[Insert Figure 12.22 here]]

TCP/IP
The OSI model is great for describing and learning about networks in an abstract way, but, unfortunately, it doesn’t provide us with any real detail on how networks work and how to perform various functions at various layers. For that we go back to the TCP/IP model, developed through the work of DARPA and in support of ARPANET. As we have said, TCP/IP has become the dominant set of protocols or rules on which the Internet is built. Like the OSI model, the TCP/IP suite or stack can be viewed as a layered approach to networking (see Figure 12.23).
As with the OSI model, the TCP/IP Application layer facilitates network communication for applications. In TCP/IP, the Transport layer is responsible for source-to-destination message transfer. The layered approach frees the Transport layer from the functions of the lower layers, such as the networking technology and the transmission media. Key functions at this layer include error control, fragmentation, and flow control. The two most common protocols at this layer are the connection-oriented Transmission Control Protocol (TCP) and the connectionless User Datagram Protocol (UDP). The TCP/IP network layer is responsible for moving data within the network and between networks. This layer performs the “Internetworking,” or routing, functions of OSI’s Network layer as well as functions of the Data-Link layer. The IP portion of this protocol suite routes packets from source to destination and provides support for a variety of routing protocols. The Physical layer in TCP/IP performs a similar function to the OSI model, transmitting bits over our communications media (copper, fiber, or wireless).
[[Insert Figure 12.23 here]]

OSI Versus TCP/IP

Although both are layered approaches, there are a number of differences between the OSI model of networking and the TCP/IP model (see Figure 12.24). First and foremost is the fact that OSI is primarily a teaching tool that helps us to learn and understand how networks operate, while TCP/IP more closely represents real-world networks and architecture, but is more difficult to understand and examine. Another critical difference is that the OSI model has seven layers while the TCP/IP model has only four. To begin to compare the two, we can draw some rough correlations between the layers.
In TCP/IP, the functions of OSI layers 5–7 (Session, Presentation, and Application) are performed by a single layer—the TCP/IP Application Layer. In both models, the role of the Transport Layer is roughly analogous and the TCP/IP Internet Layer performs more or less the same functions as the OSI’s Network Layer. Lastly, the functions of the OSI Data-Link and Physical Layers are bundled together in TCP/IP’s Network Access Layer. Keep in mind that there is not a perfect one-to-one correspondence. For instance, some of the functions of the Session Layer show up in TCP/IP’s Application layer, while others show up in the Transport Layer.

[[Insert Figure 12.24 here]]

Standards

Standards have been critical to the continued growth and popularity of networking and its underlying technologies. Standards help to ensure industry acceptance and interoperability, support evolution, and encourage innovations and improvements in functionality. A standards body that has been central to this effort is the Institute of Electrical and Electronics Engineers, or IEEE (pronounced “I-triple-E”). In February 1980, the IEEE created the 802 working group to establish and maintain standards in networking technologies. The IEEE created 802.X subcommittees to address different aspects of networking. For example, Ethernet and CSMA/CD are covered by the IEEE 802.3 standard.

TECHNOLOGY IN THE REAL WORLD:
Voice over Internet Protocol

One area where networks and networking have had a particularly significant impact is in telephony. Telephony is a term that comes from our traditional telephone system and the telephone companies. In telephony, we are bombarded by acronyms, including POTS—Plain Old Telephone System, and PSTN—Public Switched Telephone Network. A more recent acronym—VoIP (pronounced “voipe”—like voice with a p) is our focus here. VoIP, which stands for Voice over Internet Protocol, is the term we use to describe internet telephony—a method for taking traditional phones calls and moving them across the Internet, rather than through traditional phone lines. This requires us to convert our analog phone call to data—the digital ones and zeroes we transmit across networks. VoIP has already revolutionized how we make phone calls and required phone companies to respond to new competition, and to rethink how their own networks operate.
Traditional phone calls use a method called circuit switching, where a connection is established and maintained between caller and receiver for the duration of the call (see Figure 12.25). While this system has worked well for many years and is very reliable, there are inefficiencies associated with circuit switching. Consider when you call your friend Mary across town and her mother has to put the phone down and find Mary to get her on the phone. Because—in circuit switched environments—we maintain the connection, the time the phone is not being used—no one is talking—is all wasted capacity on our PSTN (Public Switched Telephone Network). Now consider that wasted capacity replicated in hundreds of thousands of other calls, and you’ll start to get a sense of the inefficiency of our POTS.
[[Insert Figure 12.25 here]]

Next opportunity you get, ask your parents or grandparents about how expensive long distance called used to be—back in the “good ole days.” There are many reasons why long distance was so expensive, but one factor was the circuit-switched method. Let’s look at an example. Let’s say that your grandparents lived in New York in the 1950s and wanted to call some relatives in Kansas City, Missouri, 1,200 miles away. (See Figure 12.26.) In the 1950s, a circuit-switched call meant that physical pieces of copper wire were being connected end-to-end to establish and make a call. In our example, this means 1,200 miles of copper wire stretched out between New York and Missouri. Assuming today’s cost of $60 per 500 feet of copper wire, we can calculate just how much that wire would cost.
1,200 miles × 5,280 feet/mile × $60/500 feet = $760,320

[[Insert Figure 12.26 here]]

So your grandparents were essentially “renting” $800,000 dollars worth of copper for the duration of their call—good reason to keep the calls short. Modern phone systems have improved significantly, but the inherent inefficiencies of the circuit switched method still exist.
In VoIP, we use packet switching (the same method used on data networks) as opposed to circuit switching. Instead of transmitting a call as a continuous analog stream, we send small digital packets (made up of ones and zeroes) of voice. In fact, if no one is talking, nothing is sent. Another major difference is that instead of establishing and maintaining a single circuit for the duration of the call, each of our small voice packets is routed from source to destination by the many routers that make up the Internet. As with any data packet, these voice packets will follow different paths to get from source to destination. If you are talking—transmitting—the information on your end is chopped into small data packets (usually smaller than other data packets), a source address and sequence number are added and sent to a nearby router. Since this is data now, the router will determine the best path and send to the next router. Our little voice packets will “hop” from router to router until they reach their destination, where the sequence numbers will be used to reassemble the data into our voice call. This method of transmitting voice data is very efficient.
Unfortunately, your regular telephone is unable to make calls over the Internet. To do this, we can take one of three approaches. The first is to keep your existing analog phones and use an adapter to convert the analog phone call to digital ones and zeros for transmission across a data network. A second method—common in business and industry—is to replace all of the analog phones with what are called IP Phones. IP Phones are designed to connect to a data network; no adapters are necessary (see Figure 12.27). Another unique feature of these phones comes from the fact that they are “data” phones. They can receive network data just as a computer might. Many IP Phones have a small LCD (liquid crystal display) that can display information received by the phone, including weather, stock quotes, etc. The last method for using Voice over IP is to download software on your computer and make calls using the software, a microphone, and speakers or headphones. This type of VoIP “device” is often referred to as a “soft” phone, because there is no phone hardware—the phoning is all done through software (see Figure 12.28). The most popular software for doing this is Skype (www.skype.com), which allows you to make free calls to other Skype users and very inexpensive calls to traditional phone numbers.

[[Insert Figure 12.27 here]]

[[Insert Figure 12.28 here]]

VoIP’s primary advantage over traditional circuit-switched telephony is the savings in call capacity. With packet switching, several telephone calls now occupy the amount of space formerly required for a single circuit-switched call. This capacity savings translates to a cost savings for the end user and for businesses adopting VoIP. VoIP is not without its disadvantages, particularly reliability. Reliability is something that is inherent in PSTN. You pick up the headset; you hear a dial tone; you make a call. Everything works—even when we have power outages. We have grown accustomed to, even dependent upon, this reliability. One particular weakness of VoIP is its dependence on the power you provide. If you lose power, you lose your phone. Another serious issue is the inability to route 911 calls. Lastly, VoIP is subject to the same issues that we face when transmitting any data over the Internet. When we are sending an e-mail or an Instant Message, these issues are not particularly troubling. However, when we are routing voice, network performance issues become increasingly important. As data travels across the network, any delays that are encountered introduce latency, which becomes apparent through gaps in the conversation. Smaller delays and out-of-sequence packets result in jitter—similar to the “choppiness” you may see when watching online video. Finally, any data transmission is going to be subject to garbled data and dropped packets. With e-mail and other traditional data, we can retransmit a dropped packet and maintain the integrity of our message. Unfortunately, with voice we don’t have that luxury. A dropped packet or packets, along with jitter and latency, can all contribute to poor call quality.

Even if you do not think you are using VoIP, you probably are. Phone companies have all begun using Voice over IP to introduce the same efficiencies and cost-savings that any user would want. These companies use IP gateways to transition circuit switched calls onto an IP network (packet-switched) and then back again onto a circuit near the destination. This technique has resulted in considerable savings and improved bandwidth. It is inevitable that all circuit-switched networks will eventually be replaced with packet-switching technology. If VoIP hasn’t made its way to your home or school yet, don’t worry; it’s only a matter of time.
[[Start SECTION ONE FEEDBACK here]]
SECTION ONE FEEDBACK >
1.
Explain the difference between packet-switched and circuit-switched networks.

2.
Explain why we would use UDP with streaming audio and video.

3.
In a typical day, how many different networks and network devices do you use?

4.
What network-enabled applications do you use daily?

5.
What is a MAC address? Find the MAC addresses for network devices you use daily.

[[End SECTION ONE FEEDBACK here]]

SECTION 2: LANs, WANs, and Networking Devices

[[Start Key Ideas Box here]]

KEY IDEAS >
· A WAN or Wide Area Network connects together LANs or Local Area Networks, which are groups of computers connected together in a small geographic region.

· The most common network topology is the hybrid star-bus, which combines a physical with a logical bus.

· A switch is a multi-port bridge that connects two or more network segments and serves to segment a larger network.

· Routers are devices that use IP addresses to connect networks together and route information from one network to another (also called “Internetworking”).

[[End Key Ideas Box here]]

LANs
A Local Area Network (LAN) is a group of computers connected together using any of the media (copper, fiber optic, or wireless) that we discussed earlier. Usually, we connect these computers together to either access a shared resource, such as a printer, a Web, e-mail, or a database server (see Figure 12.29). The computers connected together at your campus form a Local Area Network. Even a wireless network that you set up at home is a LAN (see Figure 12.30), set up so that you, your friends, your parents, and your brothers and sisters can get on the Internet or print reports for school or work. How many hours a day do you spend on some sort of LAN?

[[Insert Figure 12.29 here]]

[[Insert Figure 12.30 here]]

Topology
A network’s topology is a description, or map, of how computers in a network are connected together and communicate. We can look at physical topologies (how the computers are physically connected to one another), and we can consider logical topologies, which describe how the computers share information or communicate with one another. The most common topologies are the bus, ring, star, and mesh topologies (see Figure 12.31). Each has its advantages and disadvantages in both a physical and logical sense.
In networks, physical and logical topologies were originally identical—meaning that a group of computers connected together in a physical bus topology also used that logical topology to communicate with one another. Historically, bus topology has been the most popular. Unfortunately, this physical arrangement of computers had a significant weakness that limited its use and application. Because computers on the bus topology are all connected to the same wire or bus, the bus became a single point of failure. In practice, this means that if a single computer or node loses its connection to the bus, or the bus has a break in it, the entire network stops working. To avoid this limitation of the bus topology, we have moved to hybrid network topologies, which combine the best features of a physical topology with a logical topology. The most common hybrid topology is the star-bus (see Figure 12.32). The star-bus hybrid topology combines a physical star topology with a logical bus topology. The star provides the fault tolerance we require, meaning that if one computer fails, that computer falls off the network, but the remaining computers are still able to communicate. The logical bus allows us to communicate via the dominant network standard Ethernet.

[[Insert Figure 12.31 here]]

[[Insert Figure 12.32 here]]

WANs
Local Area Networks are great, but how does the information get from the LAN to your friends at another school or your grandparents in another state? This is where Wide Area Networks (WANs) come in. WANs connect LANs together and are responsible for routing information from one LAN to another (see Figure 12.33). This connecting of LANs is sometimes called internetworking, and the devices that make this possible are the routers we talked about earlier. Routers learn information about the network they are connected to and pass or route information from network to network until the message gets to your friend or your grandparent.

LANs Versus WANs

When you think about networks, you usually consider the actual computers you have access to, whether at home, at school, at a library, or some other location. These computers are grouped together in what we refer to as LANs. Typically, LANs will be confined to a single building, allowing the computers to communicate with one another and to access shared resources such as printers, file servers, and e-mail servers. If any of these computers want to communicate with the rest of the world—such as the Internet—they have to have a connection to a WAN. For example, if you want to send an e-mail to your friend at another school or to your parent at work, your message has to move through your LAN until it gets to your school’s WAN connection, which will route the message to your friend’s or parent’s WAN, where it will make its way onto their LAN and eventually to their computer. In fact, there are hundreds of thousands of LANs all over the world, connected together by WANs. This worldwide combination of local and wide area networks gives you the opportunity to access people, places, and information from virtually anywhere in the world. At home, your WAN connection might be provided by your cable television company through a cable modem or through your telephone company by either a DSL modem (see Figure 12.34) or a dial-up modem or even a high-speed fiber-optic connection.

[[Insert Figure 12.33 here]]

[[Insert Figure 12.34 here]]

Building the Network: Devices

In the physical bus topology we discussed earlier, a single shared cable serves as the basis for a complete Ethernet network. In fact, even using the more popular star-bus hybrid topology (physical star; logical bus) we are communicating as if we are all connected to the same single shared cable. This concept of a shared communication medium—copper, glass fiber, or radio waves—is central to how Ethernet works. Unfortunately, this “shared” medium introduces some limitations into our networks. Fortunately, there are a number of devices we can introduce into our networks to address many of these issues.

Repeaters and Amplifiers We are all familiar with the situation of trying to call out to someone but being too far away for him or her to hear us. As the destination gets farther and farther away from the source of the signal, the signal starts to decay or die out (see Figure 12.35). This phenomenon—called attenuation—occurs not only in our example with sound waves, but also with electrical signals, light pulses, and radio waves. To overcome this problem in networks and extend the reach of our network, we can use either a repeater or an amplifier (see Figure 12.36). Placed along the path between source and destination, a repeater takes a signal that is dying or decaying and regenerates it, allowing it to continue toward its destination (see Figure 12.37). An amplifier performs a similar function by increasing the signal strength so that our signal can cover a longer distance. One important distinction between the two is that a repeater regenerates our original signal, while the amplifier takes the existing signal—including any noise or other artifact that may have been introduced—and increases the signal strength. It is important to keep in mind that both amplifiers and repeaters have no built-in intelligence. These devices cannot examine the data—all they do is amplify or regenerate the signal and send it on.

[[Insert Figure 12.35 here]]

[[Insert Figure 12.36 here]]

[[Insert Figure 12.37 here]]

Bridges On the surface, a bridge may seem to you to be very similar to a repeater because it connects two network segments or pieces together (see Figure 12.38). In fact, however, a bridge operates very differently from a repeater. While a repeater has no inherent intelligence or ability to examine the data it is receiving, a bridge does have that ability. Bridges examine network traffic—looking at the source and destination MAC or physical addresses. If these addresses are on the same network segment, the bridge does not forward the data; if they are on different segments, the bridge forwards the data to the segment where the destination computer is.
[[Insert Figure 12.38 here]]

Switches In a LAN, switches are the most common and most important devices (see Figure 12.39). In fact, what we’ve referred to as Modern Ethernet is sometimes referred to as Switched Ethernet. If you understand how a bridge works, then it is fairly easy to understand switching, since a switch is essentially a multi-port bridge. While a bridge has two ports and connects together two network segments, a switch has many ports—8, 16, 24—and connects together as many network segments as there are ports. Switches play a critical role in building out LANs. If we were to examine the physical layout for the computer classrooms in your school, you would probably find that the computers in your classroom are all connected to a switch, which is itself connected to another switch (Figure 12.40).

[[Insert Figure 12.39 here]]

Routers As we mentioned earlier, routers play a critical role in internetworking or connecting together LANs. (You can see an example of a router in Figure 12.41.) While bridges and switches look at the physical or MAC address of data, routers look at IP addresses. The MAC or physical address works well for moving data around a LAN, but is very inefficient at moving data from LAN to LAN. A router is nothing more than a very specialized computer that looks at the IP (sometimes called logical address) of data and then determines the best path or route to get the data to its intended destination. Once the router has determined the best path, it sends the data to the next router in this path. Each hand-off from one router to the next is called a “hop.” Using path determination and the destination IP address, we are able to hop from router to router until we get to a router attached to the destination network or LAN. Best path determination—the job of the router—depends on a number of criteria or metrics that routers are programmed to use. Because network and network traffic are dynamic, constantly changing, it is not surprising that data that is part of the same conversation often takes different paths (see Figure 12.42).

[[Insert Figure 12.40 here]]

[[Insert Figure 12.41 here]]

[[Insert Figure 12.42 here]]

Gateways Computers and routers that sit at the boundary between networks are acting as gateways. Because of their location at the entrance to the network, gateways often will also be running as a firewall to help protect the network from malicious traffic. Within a network, we configure a default gateway address. Any packet that is destined for an external network is sent first to the gateway, which determines how to route the packet to its destination network. Likewise, traffic coming into our network enters through the gateway.

[[Start SECTION TWO FEEDBACK here]]

SECTION TWO FEEDBACK >
1.
Explain the difference between a signal that has been amplified and one that has been repeated. Sketch what you might expect the two waveforms to look like.

2.
Sketch the topology of your school network and identify any networking devices.

3.
Determine your gateway address. Is this address associated with a router?

4.
How many routers are in your school network and where are they located?

[[End SECTION TWO FEEDBACK here]]

SECTION 3: IP Addressing

[[Start Key Ideas Box here]]

KEY IDEAS >
· An IP address is a 32-bit binary number that computers read as a string of 32 ones and zeroes.

· For convenience, we write IP addresses as a set of four decimal numbers or “dotted decimal” notation.

· To communicate from network to network, we use source and destination IP addresses.

· An IP version 6 address has 128 bits or 128 ones and zeroes.

[[End Key Ideas Box here]]
You may not normally give this much thought, but with all of the millions of computers connected to the hundreds of thousands of networks, how do you find your friends? Furthermore, how do you find a Web site that you would like to visit among the millions of Web sites out there? The answer lies in the network address or IP address we discussed earlier. We can consider public IP addresses and private IP addresses. If you have a high-speed Internet connection and a wireless router at home, you’re already using public and private addresses. In fact, the network you use at school uses both private and public IP addresses. At home, your cable or digital subscriber line (DSL) modem connects to the Internet and is assigned a public IP address by your ISP or Internet Service Provider (see Figure 12.43).
For example, my public address may be 68.45.39.245, and my private address may be 10.0.1.198. Another way to think of these is as a WAN (public) address versus a LAN (private) address. When I communicate over the Internet or browse Web sites, all the Internet sees is my public or WAN address. No matter how many computers I add to my LAN, each is viewed by the Internet as coming from 68.45.39.245. So how does a message get from the Internet to my laptop rather than someone else’s? That’s the job of the router and our IP addresses.

[[Insert Figure 12.43 here]]
Now let’s explore IP addresses further. The numbers we use—68.45.39.245—are not how computers and networks view IP addresses. Remember, computers communicate in binary—a string of ones and zeroes. The way we humans write and communicate IP addresses is referred to as “dotted decimal” notation. Computers see IP addresses as a 32-bit binary number or a string of 32 ones and zeroes (see Figure 12.44). We use the dotted decimal convention because it is much easier for humans to remember an address like 68.45.39.245 than it is to remember its binary equivalent:

01000100.00101101.00100111.11110101
Each group of eight ones and zeroes is referred to as an “octet.”
DNS Servers

( Although the address 68.45.39.245 is much easier to remember than 01000100.00101101.00100111.11110101, it is still more than most people are able or willing to remember. To make IP addresses even easier to remember, we rely on a worldwide system of servers, collectively the Domain Name System (DNS), that store a map of domain names, such as www.google.com, to their IP address. In fact, we can use these DNS servers to determine the IP address of a domain name. These are many sites that will provide this service. Try doing a Web search for “DNS lookup” to find one. One such site you might find is http://www.zoneedit.com/lookup.html. This site tells us that www.google.com has an IP address of 72.14.253.103. Every time we attempt to visit a Web site, our default DNS is contacted and starts the process of determining the IP address of the site we wish to visit.

[[Insert Figure 12.44 here]]

The table below is useful for examining an individual octet and converting from binary to decimal. Since we are working in binary, each position can take a value of either 1 or 0, or on or off using our light switch analogy.

	27
	26
	25
	24
	23
	22
	21
	20

	128
	64
	32
	16
	8
	4
	2
	1

	
	
	
	
	
	
	
	


If all of the positions are turned off—binary 0—our decimal equivalent is 0. With all the positions turned on—binary 1—we get a decimal value of 255, giving us 256 values from 0 to 255. Use this table to do some quick calculations. First, look at converting a binary octet to its decimal equivalent. Consider the binary number 10011011. We begin by filling in the positions in each of the eight columns, adding together values from any column that has a binary 1 or is on.

	27
	26
	25
	24
	23
	22
	21
	20
	

	128
	64
	32
	16
	8
	4
	2
	1
	

	1
	0
	0
	1
	1
	0
	1
	1
	

	128
	+ 0
	+ 0
	+ 16
	+ 8
	+ 0
	+ 2
	+ 1
	= 155


To convert from decimal to binary (consider the decimal 104), we can work through the table in the opposite way. Working from left to right, compare the given number 104 to the decimal equivalents (128, 64, 32, …, 1) in the table. If the number is greater than that in the table, fill that position with a 1 and subtract the value from the table from our given number. If the number is less than the value in the table, fill that position with a binary 0 and move to the next column. We repeat this process for each column, working our way from left to right. Since 104 is smaller than 128, we place a zero in that position and move to the next column.

	27
	26
	25
	24
	23
	22
	21
	20

	128
	64
	32
	16
	8
	4
	2
	1

	0
	
	
	
	
	
	
	


In the next column, 104 is larger than 64, so we place a 1 in this position and subtract 64 from 104 (104 – 64), leaving us with 40.

	27
	26
	25
	24
	23
	22
	21
	20

	128
	64
	32
	16
	8
	4
	2
	1

	0
	1
	
	
	
	
	
	


For the next column, 40 (what we have left from the last step) is larger than 32, so we place a 1 in that column and subtract 32 from 40.

	27
	26
	25
	24
	23
	22
	21
	20

	128
	64
	32
	16
	8
	4
	2
	1

	0
	1
	1
	
	
	
	
	


Continuing that process from column to column until we have no remainder left results in the following table:

	27
	26
	25
	24
	23
	22
	21
	20

	128
	64
	32
	16
	8
	4
	2
	1

	0
	1
	1
	0
	1
	0
	0
	0


This gives us 01101000 as the binary equivalent of 104.

[[Insert Figure 12.45 here]]
MAC or physical addresses, which we discussed earlier, form a flat address space, which cannot be organized in a hierarchical way. In contrast, IP addresses form a hierarchal address space, which is much better suited to communicating within a large distributed network. (Refer to Figure 12.45 to see the difference.) The most common example of a hierarchal address space is the telephone network. Consider what happens when we dial the number 1-516-463-6600. When we make a call, we start with the country code (1 for the United States) as the top of the hierarchy. Then we dial 516, which takes us to Nassau County, Long Island, New York, then 463 for Hempstead, and finally 6600, which identifies the actual phone line we are calling. Fortunately for us, with IP addresses we only have to work about a two-level hierarchy. The first level defines the network, and the second level defines the host.
When we work with IP addresses, we sometimes refer to them by classes (also called classful IP addressing). Early networks were exclusively classful. The network classes are defined by which portion of the address is reserved for the network address and which is the host address. The network portion of the address identifies the network to which the address belongs, and the host portion identifies the actual computer on the network. For example, the following address would be split as shown below:

[image: image1.emf]
For very large networks, we usually use Class A addresses. For Class A addresses, the first octet (eight bits) is reserved for the network address and the last three octets (twenty-four bits) are reserved for host bits. In fact, Class A addresses have a first octet between 1 and 126, which corresponds to a binary leading bit of 0. This gives only 126 Class A networks available. Given the number of host bits (H) available, we can calculate the number of hosts using the following equation:

Hosts = 2H – 2

For Class A networks, this means that each of these 126 networks can have up to 224 – 2 or 16,777,214 hosts. Each computer in an organization is a host, such that if you have a Class A network, you can assign nearly 17 million public IP addresses to computers on your network. Do you remember my public IP address? As you would expect, 68.45.39.245 is a Class A address. This means that my Internet Service Provider (ISP) owns a Class A network. Does this make sense? Consider the number of home users that an ISP has to provide with a unique public IP address. In my case, the network address is: 68.0.0.0 and the host portion of my address is 45.39.245 (the last three octets).
Class B addresses have a first octet that ranges from 128 to 191, which corresponds to binary leading bits of 10. Another important difference between Class A and Class B networks is that here the first two octets, or sixteen bits, are reserved for network addresses, leaving only sixteen bits for host addresses. As you would expect, this means that we can have a greater number of Class B networks 16,384 or 214, each with 216 – 2 or 65,534 hosts. Class B addresses are appropriate for large corporations and universities.

[[Insert Figure 12.46 here]]

Class C networks have an address that starts with 192 to 223 or leading bits 110. These addresses are appropriate for small- to medium-sized businesses, because the first three octets, or twenty-four bits, are reserved for the network address and the last octet (eight bits) for the hosts. This means that there are 2,097,152 or 221 Class C networks, each with 254 or 28 – 2 hosts.
Most of the addresses you will encounter will fall into these three classes (A, B, and C). Other classes exist, but they are reserved for special purposes. Class D, for instance, is used for multicasts. In multicast communications, we send a message to a group of addresses or hosts, as opposed to sending it to everyone (broadcast) or just a single host (unicast). For a Class D address, the first four bits of the address are 1110 and the remaining twenty-eight bits identify the group of hosts that is the destination of our multicast message. Finally, Class E is reserved for experimental purposes. You’ll recognize a Class E address because it begins with binary 1111 or decimal 240–255. Class E addresses are also referred to as “limited” broadcast. As with Class D, the remaining twenty-eight bits are used to identify the destination addresses. The table below provides an overview of the Class A through E networks (see also Figure 12.46).

	CLASS
	LEADING BITS
	1ST OCTET
	NETWORK BITS
	HOSTS BITS
	# OF NETWORKS
	# OF HOSTS PER NETWORK

	A
	0
	1–126
	7
	24
	128
	16,777,214

	B
	10
	128–191
	14
	16
	16,384
	65,534

	C
	110
	192–223
	21
	8
	2,097,152
	254

	D
	1110
	224–239
	4
	28
	
	

	E
	1111
	240–255
	4
	28
	
	


Subnet Masks and Subnetting

In all likelihood, the type of network that you will encounter most often is a Class C network. Unfortunately, because there are only 254 hosts or nodes available, a Class C network may not be suitable for most real-world networks, other than a home network or a small office network. It is impractical to have two distinct Class C networks—your ISP will charge you for each. A potential solution is to split our network into subnets (see Figure 12.47). We typically use a shorthand notation that can also be applied to classful routing. Rather than express our IP address and subnet mask as:

IP: 192.168.10.104

SM: 255.255.255.0

we write our address using the notation 192.168.10.104/24, where 24 corresponds to the number of 1 bits in the subnet mask. For subnetting, 192.168.10.104/27 indicates a Class C address that has been subnetted by borrowing three bits (27 – 24).

[[Insert Figure 12.47 here]]

[[Start ENGINEERING QUICK TAKE here]]

ENGINEERING QUICK TAKE
You have just been hired as a network administrator by ACME Corporation. Your first task on the job is to set up a network for a new office in Alabama. Based on your research of similar ACME corporate offices around the country, you determine that you will provide access for four distinct groups: Sales, Human Resources, Management, and Engineering. Based on similar offices, you expect to have twenty users in Sales, ten in Human Resources, twenty-five in Management and fifteen in Engineering. You contact InterNic and are assigned a network IP address of 192.168.10.0. Based on your research, you’ve determined that you need at least four subnets (Sales, Human Resources, Management, and Engineering) and at least twenty-five hosts per subnetwork. With this information in hand, we need to determine:

· The class of your network

· Which subnet masks will meet your requirements

· The subnet addresses, usable host addresses, and broadcast address for each subnet

By inspection, we see that this is a Class C address; the first three octets are the network portion of the IP address and the last octet is the host portion. For subnetting, we have eight bits available—we have to borrow at least two bits, and we must leave at least two host bits remaining. Label the number of host bits as H and the number of borrowed bits as B. What are our options?

Remember that using B and H we can calculate the number of subnets created and the number of hosts per subnet from the following expressions:

Subnets = 2B – 2 and Hosts = 2(H–B) – 2

	B
	H
	SUBNETS
	HOSTS/SUBNET

	2
	6
	22 – 2 = 2
	26 – 2 = 62

	3
	5
	23 – 2 = 6
	25 – 2 = 30

	4
	4
	24 – 2 = 14
	24 – 2 = 14

	5
	3
	25 – 2 = 30
	23 – 2 = 6

	6
	2
	26 – 2 = 62
	22 – 2 = 2


Reviewing our table of results, we see that the only alternative that fits our scenario is number two—borrowing three bits. If we borrow three bits, the last octet for our subnet mask becomes 11100000 or 224 in decimal, making our subnet mask 255.255.255.224. This subnet mask will give us six subnets with thirty hosts per subnet. To determine our subnet, broadcast, and host address, we use the technique called the magic number. We can calculate the magic number by subtracting the last non-zero octet of our subnet mask from 256. In this case,

Magic Number = 256 – 224 = 32
Using the magic number, we can write the following subnet addresses:

	192.168.10.0 
	unusable subnet

	192.168.10.32
	6 useable subnets

	192.168.10.64
	

	192.168.10.96
	

	192.168.10.128
	

	192.168.10.160
	

	192.168.10.192
	

	192.168.10.224
	unusable subnet


Looking at subnets, we can determine our corresponding host and broadcast addresses.

	SUBNET NETWORK ADDRESS
	HOSTS
	BROADCAST

	192.168.10.32
	192.168.10.33-62
	192.168.10.63

	192.168.10.64
	192.168.10.65-94
	192.168.10.95

	192.168.10.96
	192.168.10.97-126
	192.168.10.127

	192.168.10.128
	192.168.10.129-158
	192.168.10.159

	192.168.10.160
	192.168.10.161-190
	192.168.10.191

	192.168.10.192
	192.168.10.193-222
	192.168.10.223


Notice that the magic number 32 shows up repeatedly in these calculations.
[[End ENGINEERING QUICK TAKE here]]
Limitations of Classful Addressing

Addressing using Class A, B, and C is also called classful addressing. Unfortunately, IP version 4—the protocol that defines classful IP addressing—was designed with no anticipation of the explosion in networks and the Internet. There are a number of factors that contributed to this problem. Among these is the choice of a 32-bit address, which gives us 232 or 4,294,967,296 available addresses. While this may seem adequate, when you consider the growth of the Internet and the proliferation of network-enabled devices (cell phones, PDAs, laptops, etc.) it becomes apparent that we are running out of IP addresses (see Figure 12.48). Another factor is the implementation of classful A, B, and C addresses with fixed octets and a rigid boundary between the network and host portions of an IP address. Although this implementation is easy to understand and implement, it does not provide us with enough flexibility in creating and assigning network and host addresses. There are a number of technologies that have been created to address these limitations. These include Classless Inter-Domain Routing (CIDR), Network Address Translation (NAT), and Internet Protocol version 6 (IPv6).

[[Insert Figure 12.48 here]]

CIDR CIDR is an acronym for Classless Inter-Domain Routing, pronounced “cider.” CIDR was created in response to the limitations of classful (A, B, and C) and ignores the fixed network-host boundary of classful addresses. In fact, a CIDR address sets a rather arbitrary boundary between the network and host portion of an IP address. Eliminating this constraint of classful addressing allows us greater flexibility in using and assigning IP addresses. With CIDR, we can combine Class A, B, and C addresses to create a larger address space. With CIDR, we typically use a shorthand notation that can also be applied to classful routing. Rather than expression our IP address and subnet mask as:

IP: 192.168.10.104

SM: 255.255.255.0

we write our address using the notation 192.168.10.104/24, where the 24 corresponds to the number of 1 bits in the subnet mask. When subnetting, 192.168.10.104/27 indicates a Class C address that has been subnetted by borrowing three bits (27 – 24).

IPv6 Internet Protocol version 6 (IPv6) has been developed to eventually replace IPv4. IPv6 addresses were developed to address the shortage of IPv4 addresses, providing a much larger pool of available addresses. While IPv4 has 32-bit addresses, IPv6 supports 128-bit addresses. IPv6 supports 2128 or 3.4 × 1038 unique addresses. This is a much larger address space that allows greater flexibility in assigning addresses and eliminates the need for complex workarounds such as Network Address Translation (NAT).
[[Start SECTION THREE FEEDBACK here]]

SECTION THREE FEEDBACK >
1.
Determine the IP address of a computer at your school. Is this a public or private address? If private, what is the public address?

2.
Rewrite your IP address from (1) in binary.

3.
Determine the IP address for your DNS server(s).

4.
Is it possible to write an IPv4 address as IPv6? If so, demonstrate with the address you found in problem 1.

[[End SECTION THREE FEEDBACK here]]

SECTION 4: Securing the Network

[[Start Key Ideas Box here]]

KEY IDEAS >
· As greater numbers of people gained access to networks and the personal computer proliferated, security threats to networks, both unintentional and malicious, became increasingly common.

· To properly secure a network, one must develop and enforce an organization-wide security policy that implements internal and external security measures.

· Passwords, permissions, and user access control are important internal mechanisms for securing a network.

· Security vulnerabilities are often the result of improper configurations, or poorly implemented hardware and software security measures.

[[End Key Ideas Box here]]

Network Threats
Remember that in the beginning of the computing age, only a select group of people within an organization had access to computers—then called mainframes. Furthermore, these early computers were so expensive that only large corporations, government agencies, and research universities could afford them. Limited access to these computing resources served to insulate them from any threats. The fewer the number of people that can gain access to a computer, the less is the likelihood of anyone trying to gain unauthorized access to computing resources. In fact, in the early days of computing, security was not even a major concern. As we started to provide increased access to computing resources—first through local “dumb” terminals, then through remotely connected “dumb” terminals, and, finally, starting in 1984, through dial-up and high-speed access via the personal computer, the potential for security issues, both intentional and unintentional, grew. The explosion in popularity of networking and the Internet have also increased the number of potential threats to our networks.
[[Insert Figure 12.49 here]]
In the context of a network, we define a threat as any type of activity—accidental or malicious—that prevents end users from accessing shared resources and fundamentally impacts the productivity of our organization. Put simply, a threat is anything that limits your ability and my ability to get work done. Threats typically can be isolated as originating from two potential sources—either internal to an organization or originating externally. Internal threats include a wide range of potential activities, including unauthorized user or system access, destruction of property or data, and theft and introduction of malware—malicious software (viruses, worms, spyware, etc.) into the network. The most common reasons for internal security breaches are unintentional user error, disgruntled employees, or corporate espionage. External threats typically exploit vulnerabilities in your network infrastructure—hardware, software, or configuration. Some of these threats originate from casual hackers with no malicious intent, but the threats to be most wary of are threats from crackers—typically malicious users trying to break into a system for fame or financial gain.

Internal Security
Internal security begins with the development and enforcement of organization-wide policies. These policies would include guidelines for password selection, strength, and expiration. It is also important to both set and enforce controls for user permissions and user accounts. Permissions ensure that employees can only access files that they should have access to. For instance, an employee working in Engineering should not have the same permissions as someone in Human Resources. User account controls (UACs) limit when and from where a user can connect to the network. A typical scenario would be to limit access (see Figure 12.49) after working hours and on weekends and to restrict accessing the network remotely (i.e., from home or on a business trip).

External Security
Just as with internal security measures, external security policies should be well defined in a corporate policy document. The most important aspect of external security is to restrict physical access to the premises and the network to authorized employees only. External security should also include proper set up and maintenance of physical and software firewalls. Policies should be in place to limit or preclude employee installs of software and browsing of questionable Web sites. Finally, the organization should have a detailed backup and disaster recovery plans in the event of a security breach or inadvertent loss of data. (See Figure 12.50.)

[[Insert Figure 12.50 here]]

[[Start SECTION FOUR FEEDBACK here]]

SECTION FOUR FEEDBACK >
1.
Explain why modern networks are much more susceptible to attacks than mainframe computers of the past.

2.
What factors lead to internal security vulnerabilities?

3.
Do a Web search for “strong passwords” and describe some characteristics that make a password strong.

4.
Describe two critical pieces of external security.

5.
Search the Web for sample organizational security policies.

[[End SECTION FOUR FEEDBACK here]]

CAREERS IN TECHNOLOGY
Matching Your Interests and Abilities with Career Opportunities: Computer Support Specialists and Systems Administrators

Networks have become mission-critical applications in virtually every industry. There are many opportunities in this industry. Entry-level network and computer systems administrators are involved in routine maintenance and monitoring of computer systems, typically working behind the scenes in an organization. After gaining experience and expertise, they often are able to advance into senior-level positions, in which they take on more responsibilities. Administrators may become software engineers, actually involved in the design of the system or network and not just its day-to-day administration.

Persons interested in becoming a computer support specialist or systems administrator must have strong problem-solving, analytical, and communication skills, because troubleshooting and helping others are vital parts of the job. The constant interaction with other computer personnel, customers, and employees requires computer support specialists and systems administrators to communicate effectively on paper, via e-mail, or in person. Strong writing skills are useful in preparing manuals for employees and customers.

Significant Points

· Rapid job growth is projected over the 2004–14 period.
· There are many paths of entry to these occupations.
· Job prospects should be best for college graduates who are up to date with the latest skills and technologies.

· Certifications and practical experience are essential for persons without degrees.

Nature of the Industry

Computer support specialists provide technical assistance, support, and advice to customers and other users: answering telephone calls, analyzing problems, and resolving recurring difficulties. Network administrators and computer systems administrators design, install, and support an organization’s local-area network (LAN), wide area network (WAN), network segment, Internet, or intranet system. They provide day-to-day onsite administrative support for software users, maintain network hardware and software, analyze problems, and monitor the network to ensure its availability to system users. Systems administrators are the information technology employees responsible for their organization’s efficient network use.
Working Conditions

Computer support specialists and systems administrators normally work in well-lighted, comfortable offices or computer laboratories. They usually work about 40 hours a week, but that may include being “on call” via pager or telephone for rotating evening or weekend work if the employer requires computer support over extended hours. Overtime may be necessary when unexpected technical problems arise.
Training and Advancement

Many employers prefer to hire persons with some formal college education. For applicants without a degree, certification and practical experience are essential. Some jobs require a bachelor’s degree in computer science or information systems, while a computer-related associate’s degree may be sufficient for others. Regardless of their preparation, persons working in these fields must keep their skills current and acquire new ones in response to changing and improving technology.

Outlook

Employment of computer support specialists is expected to increase faster than the average for all occupations through 2014, as organizations continue to adopt increasingly sophisticated technology and integrate it into their systems. Employment of systems administrators is expected to increase much faster than the average for all occupations as firms continue to invest heavily in securing computer networks. The information security field is expected to generate many opportunities over the next decade as firms across all industries place a high priority on safeguarding their data and systems.

Earnings

Median annual earnings of computer support specialists were $40,430 in May 2004 and $58,190 for network and computer systems administrators.

Summary >

Information and communication systems allow information to be transferred from human to human, human to machine, machine to human, and machine to machine. Information and communication systems can be used to inform, persuade, entertain, control, manage, and educate. There are many ways to communicate information, such as graphic and electronic means. The Open System Interconnect model is a seven-layer model that helps us understand how networks operate, and the TCP/IP model is a four-layer model that more closely represents how real networks work.
A Wide Area Network (WAN) links Local Area Networks (LANs), which are groups of computers connected together within a small geographic region. The most common network topology is the hybrid star-bus, which combines a physical with a logical bus. A switch is a multi-port bridge that connects two or more network segments and serves to segment a larger network. Routers are devices that use IP addresses to connect networks together and route information from one network to another—also called internetworking.
An IP or Internet Protocol address is a 32-bit binary number that computers read as a string of 32 ones and zeroes. For convenience, we write IP addresses as a set of four decimal numbers or “dotted decimal” notation. To communicate from network to network, we use source and destination IP addresses. An IP version 6 address has 128 bits or 128 ones and zeroes.
As greater numbers of people gained access to networks and the personal computer proliferated, security threats to networks, both unintentional and malicious, became increasingly common. To properly secure a network, one must develop and enforce an organization-wide security policy that implements internal and external security measures. Passwords, permissions, and user-access control are important internal mechanisms for securing a network. Security vulnerabilities are often the result of improper configurations or poorly implemented hardware and software security measures.
Feedback
1.
Interview one of your grandparents or another relative about the older telephone networks and making long-distance calls.

2.
We have learned that the IEEE 802.3 standard defines Ethernet and CSMA/CD. Research another of the IEEE 802.x standards and write a one-page written description.

3.
Find three Web sites that make extensive use of the new Web-interaction model AJAX.

4.
Use your school’s public IP address to determine the school’s Internet Service Provider (ISP).

5.
Research a device called a hub. Can you find any hubs in your school network? How about for purchase at online computer stores?
6.
Research the Routing Information Protocol (RIP). Draw and annotate a diagram describing how RIP works.
7.
One interesting proposed application for IP version 6—since it provides a virtually inexhaustible supply of IP addresses—is to “weave” a network of IP addresses into a soldier’s uniform. This would mean that every part of the uniform of every soldier would have a unique IP address, which would allow us to remotely assess battlefield injuries by examining the “lost” or missing IP address. Think of two additional ways you could use IP version 6 address-space.

8.
Describe a scenario in which it would be important for a computer to have a public IP address.
9.
Research methods of transitioning from IP version 4 (32 bits) to IP version 6 (128) bits and provide a brief overview. Do the computers and networking devices in your school network support IPv6?
10.
Does your school have a security policy? If so, detail three key parts of the policy. If your school does not have a security policy, use a template from the Web to create a draft school security policy.

11.
Search the Web for information on a type of password cracking technique called a “dictionary” attack. Describe why this type of attack makes strong passwords critical.

12.
Research an infamous network attack and put together a five-minute presentation describing and detailing the attack.

DESIGN CHALLENGE 1:
Using a Network to Transfer Data to New Computers

· Problem Situation

You work in a small law firm employing between twenty and thirty employees and a corresponding number of computers. The computers vary in age from two years to five years and use a variety of operating systems. The company has made plans to upgrade all the computers and build a network. As part of this process, new computers must be set up and many years of user data must be transferred from the old computers to the new. Most of the budget is allocated to purchasing new computers, as well as to designing, building, and securing the network. In this activity, you will research, test, document, and recommend methods for transferring large quantities of data between computers.

· Your Challenge

Given the necessary materials, you will research methods of transferring data from one computer to another. You will implement and test a number of transfer solutions, benchmarking each and properly documenting your work. Based on your research and testing, you will recommend the appropriate method for completing the ultimate transition from old computers to new. You must be able to account for the wide variety of operating systems and computer architectures.
· Safety Considerations

As a portion of this activity may require Web-based research, be sure to take appropriate precautions when sharing information about yourself or your classmates on the Internet.

· Materials Needed

1.
2 or more computers, with network interface cards (NICs)
2.
A variety of Ethernet cables, including straight-through or patch, rollover, and crossover

3.
A small 8-port hub

4.
A small 8-port switch

5.
Network performance measurement software—Ixia’s free QCheck software is recommended, available at http://www.ixiacom.com/products/display?skey=qcheck. Alternatively, students can used built-in network troubleshooting tools, such as ping and traceroute, or research other free or trial alternatives via a Web-based search.

· Clarify the Design Specifications and Constraints

Using the provided equipment, you will implement and test a variety of data transfer solutions between two computers. You solution must be valid for a wide variety of operating systems and computer architectures. Other than the equipment you have on hand, you do not have a budget available to purchase any additional equipment or software. You solution will be judged on its flexibility, ease of implementation, speed/throughput, and cost.

· Research and Investigate

To complete the design challenge, you need to first gather information to help you build a knowledge base.

1.
In your guide, complete the Knowledge and Skill Builder I: Web safety.

2.
In your guide, complete the Knowledge and Skill Builder II: Operating systems.

3.
In your guide, complete the Knowledge and Skill Builder III: Network cabling: Unshielded twisted pair (UTP).

4.
In your guide, complete the Knowledge and Skill Builder IV: Network devices: NICs, hubs, and switches.

5.
In your guide, complete the Knowledge and Skill Builder V: IP addresses.

6.
In your guide, complete the Knowledge and Skill Builder VI: Data: UDP versus TCP.

7.
In your guide, complete the Knowledge and Skill Builder VI: Network troubleshooting: Testing throughput.

· Generate Alternative Designs

Assuming that you are given a moderate budget, describe possible alternatives to your data transfer solution. Provide information regarding any additional hardware or software that you would purchase to implement an alternative solution. Discuss the decisions you made in (a) testing, (b) research, and (c) implementation. Attach printouts, photographs, and drawings if helpful, and use additional sheets of paper if necessary.

· Choose and Justify the Optimal Solution
What decisions did you reach about the design of the choice of data transfer solution?

· Display Your Prototypes

Produce a brief report documenting alternatives tested, test results, method selected, and justification.
· Test and Evaluate

Explain whether your designs met the specifications and constraints. What tests did you conduct to verify this?

· Redesign the Solution

What problems did you face that would cause you to redesign the (a) hardware/cabling used, (b) the network topology used (if any), and/or (c) the final solution? What changes would you recommend in your new designs? What additional trade-offs would you have to make?
· Communicate Your Achievements

Describe the plan you will use to present your solution to the class. (Include a media-based presentation.)

DESIGN CHALLENGE 2:
Getting Wired
· Problem Situation

You work in a small law firm, with between twenty and thirty employees and a corresponding number of computers. To date, each employee has worked on a stand-alone computer, also called a work station. None of these work stations can communicate with one other or the outside world. Because file sharing, printing, and Web research (online legal databases) have become increasingly important, the firm’s partners have decided to invest in building a network. The primary considerations for moving in this direction are the gains in efficiency and productivity that the firm expects to see. The company has already upgraded all the computers, and you were personally responsible for moving user data from the old computers to the new. Because this is a relatively small network, the budget allocated to the project is modest. In this activity, you will research, test, document, and recommend methods for building a small network supporting this law firm.

· Your Challenge

Given the necessary materials, you will research methods of building a small network that will allow users to share a network connection, printers, files, and folders. You will implement and test a number of solutions, benchmarking each and properly documenting your work. Based on your research and testing, you will recommend the appropriate method for building the network. You must be able to account for the wide variety of operating systems and computer architectures and provide capacity for future growth. Your team will submit a formal proposal describing a recommended network layout and configuration.

· Safety Considerations

As a portion of this activity may require Web-based research, be sure to take appropriate precautions when sharing information about yourself or your classmates on the Internet.

· Materials Needed

1.
2 or more computers, with network interface cards (NICs)
2.
A variety of Ethernet cables including straight-through or patch, rollover, and crossover

3.
A small 8-port hub

4.
A small 8-port switch

5.
A small 4-port router

6.
A network printer—optional
7.
A parallel or USB printer—optional
8.
One speed network connection

9.
Floor plan diagrams of the building in which the new network will be installed
10.
Various colored pencils and drawing tools for cut sheets/wiring diagrams
11.
Network performance measurement software—Ixia’s free QCheck software is recommended, available at http://www.ixiacom.com/products/display?skey=qcheck. Alternatively, students can used built-in network troubleshooting tools, such as ping and traceroute, or research other free or trial alternative via a Web-based search.

· Clarify the Design Specifications and Constraints

Your proposed system must reflect state-of-the-art technology and performance. Your designed system should provide maximum bandwidth for the proposed price. Your team must address the needs of the new network regarding bandwidth, security, reliability, and speed, and prices must be competitive. The quality and content of presentations should be appropriate for an audience of professionals.
· Research and Investigate

To complete the design challenge, you need to first gather information to help you build a knowledge base.

1.
In your guide, complete the Knowledge and Skill Builder I: Web safety.

2.
In your guide, complete the Knowledge and Skill Builder II: Operating systems.

3.
In your guide, complete the Knowledge and Skill Builder III: Bandwidth and frequency of digital signals.

4.
In your guide, complete the Knowledge and Skill Builder IV: Network cabling: Unshielded twisted pair (UTP).

5.
In your guide, complete the Knowledge and Skill Builder V: Network devices: NICs, hubs, and switches.

6.
In your guide, complete the Knowledge and Skill Builder VI: Network devices: Routers, gateways, and firewalls.

7.
In your guide, complete the Knowledge and Skill Builder VII: IP addresses.

8.
In your guide, complete the Knowledge and Skill Builder IIX: IP subnetting.

9.
In your guide, complete the Knowledge and Skill Builder IX: Dynamic host configuration protocol (DHCP).

10.
In your guide, complete the Knowledge and Skill Builder X: Network troubleshooting: Testing throughput.

· Generate Alternative Designs

Describe possible alternatives to your network design. Provide information regarding any additional hardware or software that you would purchase to implement an alternative solution. Discuss the decisions you made in (a) testing, (b) research, and (c) implementation. Attach printouts, photographs, and drawings if helpful and use additional sheets of paper if necessary.

· Choose and Justify the Optimal Solution
What decisions did you reach about the design of the choice of network?

· Display Your Prototypes

Produce a brief report documenting alternatives tested, test results, method selected, and justification.
· Test and Evaluate

Explain whether your designs met the specifications and constraints. What tests did you conduct to verify this?

· Redesign the Solution

What problems did you face that would cause you to redesign the (a) hardware/cabling used, (b) the network topology used (if any), and/or (c) the final solution? What changes would you recommend in your new designs? What additional trade-offs would you have to make?
· Communicate Your Achievements

Describe the plan you will use to present your solution to your class. (Include a media-based presentation.)

Numbered Figure
Figure 12.1|When you send instant messages, you are sharing resources—in this case an IM server—on a network.

Figure 12.2|Text messages travel from cell phone to cell phone via a network.

Figure 12.3|Mainframe computers like this one had less processing power than a cheap calculator you could buy at the drugstore today.

Figure 12.4|Modern devices like these are much more powerful than the room-sized mainframe computers that were used at the beginning of the computer age.
Figure 12.5|A dumb terminal was essentially a monitor that allowed the computer user to interact with the mainframe. Multiple dumb terminals attached to a single main frame allowed multiple users to share the mainframe’s processing power.
Figure 12.6|Although not much to look at by today’s standards, the first IBM personal computer launched a computer revolution. It was introduced in 1984.

Figure 12.7|The modern Internet has its roots in the ARPANET, the first modern data network. Conceived in this original 1969 handwritten sketch, ARPANET’s design allowed for multiple paths between sites, so that if one site was destroyed or went offline, the remaining sites could continue to communicate with one another.

Figure 12.8|The TiVo device or Digital Video Recorder (DVR) is a small, specialized computer with a large hard drive that retrieves show information from the Internet and lets you record your favorite shows or even pause live TV.
Figure 12.9|A GPS device, such as the kind commonly built into new cars, retrieves location and travel information from a global network of satellites.

Figure 12.10|Information architect Jesse James Garrett is the author of The Elements of User Experience, a book that has influenced Web designers, software developers, and industrial designers. He coined the term “AJAX.”

Figure 12.11|Traditional Web browsing is based on the classic client-server model, in which the Web-browser software on the client computer requests HTML files from a Web server. In the AJAX model, an AJAX engine on the client computer decides whether to send the request to the Web server or to handle it locally on the client computer. For many actions, such as refreshing a Web page, a request to the server is not required, and so AJAX-based pages load much faster and allow much more dynamic user interaction than the tradition client-server model.
Figure 12.12|In the classic Web model, users spend a fair amount of time waiting for the Web server to respond. In the AJAX model, users receive the information they want much more quickly.

Figure 12.13|While working at Xerox Corporation’s Palo Alto Research Center in 1973, Bob Metcalfe figured out a way for devices on a network to communicate over a single shared cable. He is considered the father of Ethernet technology.

Figure 12.14|Data packets collide when two or more nodes attempt to communicate simultaneously. The CSMA/CD protocol prevents collisions.

Figure 12.15|Have you ever been to a crowded party where you had to say “Excuse me, I can’t hear you?” That’s similar to what happens when data packets collide on a network.

Figure 12.16|This flowchart shows how CSMA/CD prevents data collisions.

Figure 12.17|A collision becomes apparent to a host if one of the host’s own messages becomes garbled on the network, or if the host senses a voltage spike.
Figure 12.18|The Open System Interconnect (OSI) model helps you understand network communications by establishing seven layers that describe specific functions that occur at each layer. A device or protocol has to only worry about operating at a single layer and being able to communicate its information with adjacent layers.

Figure 12.19|Each network card has its own, unique MAC address.

Figure 12.20|You can use the command “arp—a” to display a table of local MAC addresses learned through the Address Resolution Protocol (ARP).
Figure 12.21|The Session layer of the OSI model makes it possible for you to conduct multiple Instant Messaging conversations at once.

Figure 12.22|Applications such as word processors, e-mail clients, and Web browsers operate in the Application layer of the OSI model.

Figure 12.23|The TCP/IP model shows how the various TCP/IP protocols work together to transmit data across a network.

Figure 12.24|To understand how a network functions, it is helpful to compare the layers of the OSI model with the layers of the TCP/IP model.

Figure 12.25|Traditional phones rely on circuit switching, in which the connection between caller and receiver is maintained throughout the entire call. This form of switching has proven to be inefficient in modern communications.

Figure 12.26|In the 1950s, a circuit-switched telephone call from New York City to Kansas City required 1,200 miles of copper wire, which, in today’s dollars, would cost about $800,000. No wonder long distance calls were expensive back then.

Figure 12.27|An IP phone transmits calls over the Internet, instead of over the Public Switched Telephone Network (PSTN).

Figure 12.28|Using Voice over IP (VoIP) technology, you can make calls on your computer using special software, a microphone, and speakers. Skype is the most popular VoIP software.

Figure 12.29|A Local Area Network (LAN) is a group of computers connected via media such as copper wire, fiber-optic cable, or a wireless connection. The purpose of a LAN is to allow users to share resources such as printers or an Internet connection.

Figure 12.30|A wireless LAN works just like any other LAN, except that the media connecting the computers is a wireless signal.

Figure 12.31| When constructing a network, engineers can choose from a variety of physical layouts, which are known as topologies. Each physical topology has its own advantages and disadvantages.

Figure 12.32| A hybrid topology combines a physical topology with a logical topology. The most popular hybrid topology is the star-bus hybrid topology.

Figure 12.33| A Wide Area Network (WAN) is a network made up of interconnected LANs. Corporations often have WANs that span multiple cities or states. Network traffic traveling out of the WAN to the Internet has to pass through a firewall, which is a piece of hardware (or a combination of hardware and software) designed to protect a network from security breaches.

Figure 12.34|A WAN connection at your home might be provided by through a cable modem (shown here on the left) or a DSL modem (shown on the right).
Figure 12.35|This illustration shows the decay of a signal of the word “Hello.” The signal starts out strong and regular. Through the process of attenuation, it decays into a weaker, erratic signal.

Figure 12.36|An amplifier increases the strength of a signal that has decayed, so that the signal can cover a longer distance. Unfortunately, any noise or artifacts that have been introduced into the signal will also be amplified.
Figure 12.37|A repeater takes a signal that is dying or decaying and regenerates it, allowing it to continue toward its destination.
Figure 12.38|A bridge is a type of hardware that connects two network segments.

Figure 12.39|A switch, the most common and most important device on a LAN, is used to connect multiple network segments into a single network.
Figure 12.40|In school computer labs, the individual computers are often connected to a switch. That switch, in turn, is often connected to another switch.

Figure 12.41|A router is used to connect a LAN to a WAN. The Internet is a network of routers.

Figure 12.42|Routers on the Internet are responsible for choosing the path by which information travels between a source computer and a destination computer.

Figure 12.43|A computer on a small network might have a private IP address that is only used by devices on that LAN. The LAN itself can have a public IP address, which is the IP address all the computers on the Internet use to communicate with computers on the LAN. To be seen from the outside world, a Web server must also have a public IP address.

Figure 12.44|This is an IP address expressed in binary notation. You probably wouldn’t enjoy having to type a number like this into your browser every time you wanted to go to a Web site. Thanks to a worldwide system of servers called the Domain Name Service (DNS), you need not do so.

Figure 12.45|A flat address space requires each node or computer to have a unique name or address. For this reason, flat address spaces do not scale or grow well and are usually only appropriate for small networks. Instead, IP addresses are hierarchal, so that we have all the 10 addresses at the top level or hierarchy; then all the 10.0; then the 10.0.1 addresses; and finally our node—10.0.1.198. Hierarchal address spaces scale well, allowing you to easily grow your network.

Figure 12.46|This chart provides you with a sense of how many network addresses are available in each class (A, B, C, D, or E). There can be many Class A networks, but each can have only a very limited number of computers or hosts—254.

Figure 12.47|Subnetting makes it possible to divide a network into multiple parts, with each part assigned a separate subnet IP address. This technique allows you to break a large network into a number of smaller subnetworks that are easier to manage and results in a more efficient network overall.

Figure 12.48|It is no wonder we are running out of IP addresses. Companies such as LG Electronics are designing network-connected bathroom mirrors that can show the news, weather, and traffic, as well as network-connected kitchen appliances that can be controlled remotely and e-mail you operational and diagnostic information.

Figure 12.49|The best way to limit internal security threats is to limit physical access to a computer.

Figure 12.50|To ensure a network’s external security, these elements are essential.

ELEMENTS OF EXTERNAL SECURITY
· A corporate policy document

· Proper setup of physical and software firewalls

· Proper maintenance of physical and software firewalls

· Limitation on employees’ ability to install software and browse questionable Web sites

· A detailed backup and disaster recover plan
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